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Abstract

We introduce a covering conjecture and show that it holds below ADR + “Θ is

regular”. We then use it to show that in the presence of mild large cardinal axioms,

PFA implies that there is a transitive model containing the reals and ordinals and

satisfying ADR + “Θ is regular”. The method used to prove the Main Theorem of this

paper is the core model induction. The paper contains the first application of the core

model induction that goes significantly beyond the region of AD+ + θ0 < Θ.

One of the central themes in set theory is to identify canonical inner models which

compute successor cardinals correctly. A prototype of such results is Jensen’s famous covering

theorem which in particular implies that provided 0# doesn’t exist, for every cardinal κ ≥ ω2,

cf((κ+)L) ≥ κ where L is the constructible universe.

Clearly “canonical inner model” is open for interpretations. For an inner model theorist,

the canonical objects of a set theoretic universe are the sets coded by a mixture of fine

extender sequences and the universally Baire sets. Recall that a set of reals is universally

Baire if its continuous preimages in all compact Hausdorff spaces have the property of Baire1.

∗2000 Mathematics Subject Classifications: 03E15, 03E45, 03E60.
†Keywords: Mouse, inner model theory, descriptive set theory, hod mouse, core model induction, UBH.
‡This material is partially based upon work supported by the NSF Grant No DMS-1201348. Part of

this paper was written while the author was a Leibniz Fellow at the Mathematisches Forschungsinstitut
Oberwolfach.

1A set of reals is said to have the property of Baire if it is different from an open set by a meager set.
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In more set theoretic terms, a set of reals A is κ-universally Baire (or simply κ-uB) if there

are trees T and S on κ× ω such that p[T ] = A and for every partial ordering P of size < κ

and for every generic g ⊆ P, V [g] � “p[T ] = (p[S])c”. A set of reals A is called universally

Baire if it is κ-uB for every κ. Universally Baire sets are considered to be canonical because

they have canonical interpretations in all generic extensions of V , namely if A, T and S are

as above then p[T ] computed in various generic extensions is the canonical interpretation of

A. Moreover, a simple absoluteness argument shows that this interpretation is independent

of the choice of T and S. Such interpretations can be used to show that the information

coded by universally Baire sets persists to generic extensions. For instance, if all Σ1
3 sets are

universally Baire then Σ1
3 generic absoluteness holds, i.e., for every Σ1

3 sentence φ, φ is true

in some generic extension if and only if it is true in V .

The fine extender sequences that have been considered in order to construct canonical

inner models exhibiting covering properties come from the Kc constructions. A Kc construc-

tion is a construction that produces a model denoted by Kc with the property that given

any sufficiently robust embedding j : M → N , then for any η ∈ Ord, j � (Kc|η) ∈ Kc. We

have some freedom over how robust j : M → N should be. Weaker robustness conditions

yield bigger models. The Kc construction of [14] requires, among other things, that for some

inaccessible κ, Vκ ⊆ M , cp(j) = κ and M and N are countably closed. By calibrating the

robustness conditions we get many different Kc constructions. Some of these constructions

are trivial or too weak as there may never be an embedding j : M → N which has our

desired robustness condition or there may be stronger embeddings present in the universe

which our robustness condition just ignores. We informally say that the Kc construction is

maximal if the robustness condition essentially covers all possible (and reasonable) embed-

dings. Showing that one of these maximal Kc constructions converges to a transitive inner

model containing the ordinals is one of the central open problems in inner model theory.

If a maximal Kc construction converges to a transitive inner model containing the ordinals

then the resulting model has covering properties. For instance, the authors of [2] introduced

a Kc construction and showed that if it converges to a transitive inner model containing

the ordinals and κ is an inaccessible cardinal then, assuming there is no inner model with a

superstrong cardinal, cf(Ord ∩ S(Kc|κ)) ≥ κ where S is the stack of all countably iterable

mice extending Kc|κ and projecting to κ.

In most cases, to show that a Kc construction converges it is enough to show that

the countable submodels of the models produced during the Kc construction are countably

iterable. This is the content of the iterability conjecture of [19] (see Conjecture 6.5 of [19]).

The best partial result is that a Kc construction converges provided there is no non-domestic

mouse (see [1]). One of the modern new techniques in inner model theory is the core model
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induction and the work in this paper started by asking how the core model induction can be

used to prove instances of the iterability conjecture.

We remark that from now on by “Kc construction” we mean the Kc construction intro-

duced in [1].

Naturally, an inner model theorist will conjecture that transitive inner models that are

closed under all the universally Baire sets of the universe and also are closed under robust

embeddings have covering properties, i.e., if M is this hypothetical universe then for many

cardinals κ, cf((κ+)M) ≥ κ. Taking this intuition seriously, when we try to prove the iterabil-

ity conjecture via core model induction, instead of proving instances of iterability conjecture,

we arrive at a natural covering conjecture which we call the UB-Covering Conjecture. As

far as applications go, such a covering conjecture is all one needs (see Theorem 0.3).

In intuitive terms, the UB-Covering Conjecture says the following. First fix a cardinal η

such that there is a sufficiently rich large cardinal structure below η and η itself is measurable.

Then there is some uB set A such that (i) the Kc construction which is done in a way that

the resulting model is closed under A reaches height η or (ii) if µ is the sup of the ordinals

that are bigger than η and are coded by those subsets of η that appear in A-closed mice then

cf(µ) ≥ η. As is usual with such conjectures, we have to add an anti large cardinal axiom

simply because the theory of mice is only fully developed below superstrong cardinals. We

now explain the above intuition in more formal terms. Below, we will use iteration strategies

as our source of uB sets. We will explain the reason behind this move after we state the

conjecture.

We say a name Ḟ ∈ V Coll(ω,ν) is symmetric if whenever g, h ⊆ Coll(ω, ν) are such that

V [g] = V [h] then Ḟg = Ḟh. For instance, the canonical name for the set of reals is a

symmetric name.

Suppose η is an inaccessible cardinal. Let (M,Σ) be such thatM is a countable transitive

model of some fragment of ZFC and Σ is η or (η, η)-iteration strategy for M with hull

condensation. Suppose F is either

1. a Σ-mouse operator defined on Vη, i.e., there is some formula φ in the language of

Σ-mice such that F is a function with the property that for some set X, dom(F ) =

{Y : X ∈ L1(Y )} and for every Y ∈ dom(F ), F (Y ) is the minimal Σ-mouse over Y

satisfying φ[Y ] (the set X is called a base for F ) or

2. an iteration strategy for some transitive N such that for some b ∈ HC, N is a sound

Σ-mouse over b such that ρ(N ) = b.

Notice that F could just be Σ. We then say “(Kc,F )Vη exists” if the Kc,F construction done

inside Vη converges. Here, Kc,F is the Kc constructions done relative to F (see Definition
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1.3.10 of [12] or Chapter 1 of [14]). In order to make sense of Kc,Σ construction it is important

that Σ has hull condensation. This is a property that guarantees that Skolem hulls of iteration

trees that are according to Σ remain according to Σ. It is used to show that the models

appearing in the Kc,Σ construction that have been obtained by a core (or a Skolem hull)

of some other model appearing in the Kc,Σ construction are still Σ-mice. Below we will

discuss Kc constructions relative to two functions F1 and F2. We will use the terminology

isolated above in that context as well. The following will later become the first clause of the

UB-Covering Conjecture.

Definition 0.1. We say “some symmetric hybrid Kc construction below η converges” if

there is ν < η and symmetric names Ḟ0, Ḟ1 ∈ V Coll(ω,ν) such that whenever g ⊆ Coll(ω, ν) is

generic, the following holds in V [g]:

1. for i < 2, (Ḟi)g = (Mi,Σi, Fi) is such that

(a) Mi is a countable transitive model of some fragment of ZFC,

(b) Σi is an η-uB iteration strategy for Mi with hull condensation,

(c) Fi is a Σi-mouse operator defined on Vη[g] or for some b ∈ HC and some sound

Σi-mouse N over b with the property that ρ(N ) = b, Fi is an η− or (η, η)-iteration

strategy for N ,

and

2. (Kc,F0,F1)Vη [g] exists.

Next we introduce the second clause of the UB-Covering Conjecture. Recall that LpΣ(B)

is the stack of all sound Σ-mice over B which project to sup(B) and whose countable sub-

models are ω1 + 1-iterable.

Definition 0.2 (Covering with lower parts). Suppose η is an inaccessible cardinal. We say

covering with lower parts holds at η if there is a transitive P ∈ Hη+ satisfying some fragment

of ZFC such that P has a η+− or (η+, η+)-iteration strategy Σ with hull condensation and

with the property that for some B ⊆ η, cf(Ord ∩ LpΣ(B)) ≥ η.

Finally, given κ < η and A ⊆ η, we say κ is A-reflecting if for every ν ≥ η, there is

j : V →M witnessing that κ is ν-strong and j(A) ∩ Vη = A.

UB-Covering Conjecture. Suppose η is a measurable limit of strong cardinals that are

A-reflecting where A = {ν < η : ν is strong}. Then one of the following holds:

1. Some symmetric hybrid Kc construction below η converges.
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2. Covering with lower parts holds at η.

3. There is a mouse with a superstrong cardinal.

It must be clear that “UB” in the name of the conjecture stands for “universally Baire”. It

is called “UB-Covering Conjecture” because iteration strategies and hybrid mouse operators

are the prime examples of uB sets. In fact, assuming the existence of proper class of Woodin

cardinals, all uB sets can be Wadge reduced to uB iteration strategies. The aforementioned

fact is an unpublished result due to Woodin. However, the readers familiar with the methods

of descriptive inner model theory can dovetail a proof of it by combining the Derived Model

Theorem of [18] with Theorem 10.42 of [16] or Theorem 1.2.9 of [7].

As is well-known, the Kc,Σ construction may not converge for various fine structural

reasons. However, as mentioned above, if all countable submodels of the models appearing

in the Kc,Σ construction are ω1 + 1-iterable then the Kc,Σ construction converges (see [19]).

Relativizing the results of [1] to Σ, we get that Kc,Σ construction converges provided there

is no non-domestic Σ-mouse. In particular, Kc,Σ construction converges provided M#,Σ
ω

doesn’t exist. The later statement just says that there is no sound, active Σ-mouse which

has ω Woodin cardinals and is ω1+1-iterable. Readers who feel the need to know more about

the intricate details of the theory of hybrid mice and Kc,Σ constructions should consult [7]

and [12] (hull condensation is introduced in Definition 1.1.7 of [7]).

Finally, the last clause of the UB-Covering Conjecture is needed because the theory of

mice is currently only fully understood in the region of superstrong cardinals and somewhat

past them. We do not know if an equivalent conjecture could be expected to be true in the

context of supercompact cardinals. However, UB-Covering Conjecture should be compared

with Woodin’s HOD Conjecture (see [21] and [22]).

As stated only clause 2 of the UB-Covering Conjecture says something about covering.

However, it is shown in [14] (see the proof of Theorem 1.4 of [14]) that if Kc exists below a

measurable cardinal then either for measure one many η, (η+)K
c

= η+ or Kc has a Shelah

cardinal. Moreover, it is shown in [2] (see Theorem 3.4 of [2]) that if Kc exists and η is an

inaccessible cardinal then either Kc has a superstrong cardinal or cf(S(Kc|η) ∩ Ord) ≥ η

where S(Kc|η) is the stack over Kc (the projecting mice are allowed to have extenders

overlapping η). These examples show that the existence of Kc can be viewed as a covering

principle.

The reason the UB-Covering Conjecture is important to us is because it can be used to

prove theorems like the following.

Theorem 0.3. Suppose η witnesses that the UB-Covering Conjecture holds. If there is no

mouse with a superstrong cardinal then �η holds. In particular, if PFA holds then there is a
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mouse with a superstrong cardinal.

Proof. We assume that there is no mouse with a superstrong cardinal. Then either clause

1 or clause 2 of the UB-Covering Conjecture is true. Suppose first that clause 2 holds. Let

(M,Σ) and B be as in clause 2. By the relativized results of [10] and [11], either �(η) or

�η holds depending on whether cf(LpΣ(B) ∩Ord) = η or LpΣ(B) ∩Ord = η+. But since η

is a measurable cardinal, we have that ¬�(η). It then follows that �η holds.

Suppose then clause 1 of the UB-Covering Conjecture is true. Let ν < η and for i = 0, 1

let Ḟi ∈ V Coll(ω,ν) be as in Definition 0.1. Let g ⊆ Coll(ω, ν) be generic and let (Mi,Σi, Fi) =

(Ḟi)g. Let κ ∈ (ν, η) be an inaccessible cardinal and let S = S(Kc,F0,F1|κ) be the stack over

Kc,F0,F1 |κ. It follows from Theorem 3.4 of [2] that cf(S(Kc,F0,F1|η) ∩ Ord) ≥ η. Again, it

follows from the results of [10] and [11] that either �(κ) or �κ holds in V [g]. However,

because Ḟi is a symmetric name, it follows from the homogeneity of the collapse that the

S-least square sequence is in V . We then have that �(κ) or �κ holds in V . Because η is

a measurable cardinal and κ was an arbitrary inaccessible cardinal, we get that either �(κ)

or �κ holds on a measure one set of κ. It then follows that either �(η) or �η holds. Again,

since η is a measurable cardinal, we must have that �η holds.

The last claim of the theorem follows from the well-known theorem of Todorcevic that

PFA implies ¬�η.

The proof of Theorem 0.3 shows the reason behind the need to restrict to operators which

have a symmetric name. Without such a condition we do not know if Theorem 0.3 is still true.

We have to warn the reader that the need to restrict to operators with symmetric names

causes several difficulties and adds some technicalities to the proofs. The main problem

comes from defining fullness preservation. The main problem in doing so is that with our

current hypothesis we cannot in general show that if g is a < η-generic and M is a mouse

over some set a ∈ Vη[g] such that ρ(M) = a andM is η-iterable in all < η-generic extensions

then M has an η-strategy Λ such that LΛ(R) � AD+. We can only establish such a fact

for Λ that has a symmetric name. It might be instructive to compare Definition 4.4 with

Definition 2.4 of [9].

Our main theorem shows that the conjecture is true when clause 3 is weakened to ADR +

“Θ is regular”.

Main Theorem. Suppose η is a measurable limit of strong cardinals that are A-reflecting

where A = {ν < η : ν is strong}. Then one of the following holds:

1. Some symmetric hybrid Kc construction below η converges.

2. Covering with lower parts holds at η.
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3. There is a transitive inner model containing the reals and ordinals and satisfying ADR+

“Θ is regular”.

The following then is an easy corollary:

Corollary 0.4. Assume PFA and suppose there is η as in the hypothesis of UB-Covering

Conjecture. Then there is a transitive inner model containing the reals and satisfying ADR+

“Θ is regular”.

The proof of the Main Theorem will be presented in several sections. The background

material we need has been presented in [6], [7], [9], [12], and [15]. Because of this instead

of reviewing the preliminaries we will recall the notions as they come up in the proof. We

will mainly follow the terminology developed in the preliminary sections of [6] and [9]. Also,

we will use basic theory of Kc constructions as developed in [14]. This theory generalizes to

Kc,F . We refer the reader to Section 1.3 of [12] for more details.

Acknowledgments. I arrived at the conjecture by trying to understand how core model

induction can be used to prove the iterability conjecture of [19] (see Conjecture 6.5 of [19]).

Some initial fruitful conversations with Itay Neeman suggested that one may be able to

prove a covering conjecture instead of the iterability conjecture. I am indebted to Neeman

for those conversations. The current statement of the conjecture owns great deal to the

conversations that I had with my visitors while I was a Leibniz fellow at Mathematisches

Forschungsinstitut Oberwolfach. I thank Paul Larson, Nam Trang, Trevor Wilson, Martin

Zeman and Yizheng Zhu for those conversations. I am indebted to the referee for a long list

of important corrections. Also, John Steel and Nam Trang have pointed out some mistakes

in earlier versions of this paper and Andres Caicedo has made some very useful comments on

the exposition of this paper. I am very grateful to them for those comments. Finally I would

like to thank Martin Zeman for very enlightening conversations on the topic of this paper

during his two visits to Rutgers in the Fall of 2012 and during the Set Theory workshop in

Luminy in the Fall of 2012.

1 How to read this paper

In this section we explain what to expect in the next few sections. An honest confession

is that the paper assumes familiarity with the techniques of descriptive inner model theory.

The minimum background one would need to read this paper is familiarity with [19] and

some ideas from [12] and [7]. Unfortunately, we feel that it is an unreasonable task to make

this paper self contained.
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The proof of the Main Theorem is via the core model induction. However, most core

model induction applications that are currently available in written form only reach the level

AD+ + θ0 < Θ and perhaps a little bit past that (see [6], [9], [12] and [15]). Our first task

must then be to set up the core model induction apparatus. Here we took a different route

than the authors of [12]. Instead of introducing model operators we introduce core model

induction operators (cmi operators). This will be done in Section 7. However, we have to

rely on [12] for the proof of Theorem 7.4 as proving it here is simply beyond the scope of

this paper.

Recall that while doing core model induction, our main task is to show that cmi operators

are closed under M#
1 operator, i.e., given such an operator F , we need to show that M#,F

1

exists. This step is done by induction on the complexity of cmi operators. The bottom

level of this induction consists of operators that have certain self-determining properties

(see Definition 3.5). If Σ is an iteration strategy that is self-determining then we can have

a reasonable notion of Σ-mice over the reals2. Let then Σ be a self-determining iteration

strategy. We can then define the maximal model (see the discussion before Proposition 3.4)

relative to Σ. This is the stack of all sound self-iterable (see Section 7) Σ-mice over the reals

that project to reals. The cmi operators defined relative to Σ are the operators that give a

description of those levels of the maximal model relative to Σ where a new Σ1 fact about Σ

and some real becomes true (see Definition 7.2). The ideas behind analyzing the maximal

model this way are due to Martin, Steel and Woodin who have done it for L(R). Later Steel

also analyzed the maximal model relative to the ∅ predicate (i.e., the strategy is just the

trivial strategy). For more on this work see [4], [13], [17], and [12].

The first major task of any core model induction application is to show that the maximal

model satisfies AD+. In Section 7, we introduce the principle Proj(η) and isolate Theo-

rem 7.4. The main point of Theorem 7.4 is that Proj(η) implies that the maximal model

computed relative to various strategies indeed satisfies AD+. However, as mentioned before,

the proof of Theorem 7.4 is beyond the scope of this paper and the interested readers should

consult [12] for its proof in the case when Σ is trivial. The general proof is only notationally

more complicated.

The next major task of any core model induction application is to construct a canonical

set of reals which is beyond the maximal model. Readers familiar with core model induction

applications probably know that this is the part of the induction where the hypothesis

must be used rather heavily as unlike in the first case, we do not have the description of

the new operator for free. In this paper, we proceed as follows. We introduce two useful

2Recall that there are issues defining hybrid mice over reals concerning with the fact that the set of reals
isn’t in general self well-ordered set, i.e., there may not be a well-ordering of R in L(R).
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principles, covering with lower parts (see Definition 0.2) and limit derived model hypothesis

(see Definition 8.1). The logical steps that lead to the proof of the Main Theorem are

outlined below.

First, in Section 9, we show that the negation of the first and the third clauses imply that

the limit derived model hypothesis holds at η of the Main Theorem. Then, in Section 11, we

show that provided clause 3 fails, the limit derived model hypothesis at η implies that covering

with lower parts holds at η, which is the second clause. Thus, the Main Theorem is proved

by showing that the negation of clause 3 of the Main Theorem implies clause 1 or clause 2

of the Main Theorem.

The construction of the next set of reals beyond the maximal model appears in the step

when we prove that the negation of clause 1 and clause 3 of the Main Theorem implies that

the limit derived model hypothesis holds at η of the Main Theorem. This step is summarized

in Lemma 9.3. Many of the ideas involved in proving Lemma 9.3 are due to Ketchersid and

Woodin and first appeared in [3]. Our exposition here has a few new ideas due to the fact

that we are proving a relativized version of it. What we end up showing is that, just like in

[3], the next set of reals beyond the maximal model is just an iteration strategy Σ for some

hod premouse P with the property that the direct limit of all Σ iterates of P is essentially

the HOD of the maximal model. To implement this step we need to review the theory of

hod mice which we do in Section 2. Another collection of results that is important for this

step is presented in Section 5. Here we prove that the lower part stacks computed in various

maximal models are the same, a result that eventually allows us to prove that the strategy

mentioned above is fullness preserving.

The above step finishes the proof that the failure of clause 1 and clause 3 of the Main

Theorem implies that the limit derived model hypothesis holds at η of the Main Theorem.

Next, as we mentioned above, we show that the limit derived model hypothesis implies

covering with lower parts provided there is no transitive inner model containing the reals

and ordinals and satisfying ADR+“Θ is regular”. The proof is presented as follows. Suppose

η is as in the hypothesis of the Main Theorem. First we take the direct limit of all hod pairs

below η. Call this P . Our goal is to show that P has a strategy which is fullness preserving.

That this is indeed the case is shown in Section 11. One of the main ingredients of the proof

is the fact that if j : V → M is an embedding witnessing the measurability of η, then j

has weak condensation (see Section 10). This is done by first showing that hod pairs below

η have canonical witnesses (see Section 6) which then is used in the proof of Lemma 10.4

to show that the failure of weak condensation can be seen by a countable iteration. The

importance of this is that we can now use the fact that j acts on universal models extending

P to conclude that it has to have weak condensation (see the part where j is applied to Q̄

9



in the last part of the proof of Theorem 10.3, after the claim).

Weak condensation of j is used to show that if Λ is the strategy constructed for P in

Section 11 then Λ is fullness preserving, a result that eventually leads to the fact that in M ,

(P ,Λ) is a hod pair below η. It then follows that the direct limit of all Λ iterates of P that

are in M converges to a proper initial segment of j(P). We then show that this later fact

implies that P has a regular limit of Woodin cardinals, which finishes the proof as explained

below.

Many of the proofs of this paper use the fact that there is no inner model containing

the reals and ordinals and satisfying ADR + “Θ is regular”. This is the negation of clause 3

of the Main Theorem. However, what we actually need is the failure of clause 3 in all < η

homogeneous generic extensions of V . Having such a failure of clause 3 is implied by the

following principle which essentially says that the sharp of the minimal model of ADR + “Θ

is regular” exists. Below η is an inaccessible cardinal.

#Θ−reg(η) : There is a pair (P ,Σ) such that for some η, there is a sequence of hod pairs

((P(α),Σα) : α < η) such that

1. for α < β, Pα /hod Pβ and (Σβ)P(α) = Σα,

2. for some δ, P|δ = ∪α<ηPα, P = (P|δ)#, and in P , δP is a regular limit of Woodin

cardinals and

3. Σ is a (η, η)-iteration strategy for P which is (η, η)-extendable and such that ΣP(α) =

Σα.

We also let

†Θ−reg : There is a transitive proper class model M containing the reals and ordinals such

that P(R) 6= P(R)M and M � “ADR + Θ is regular”.

Clearly, †Θ−reg is essentially clause 3 of the Main Theorem. We then have that

Lemma 1.1. #Θ−reg(η)→ †Θ−reg.

Proof. To see this fix (P ,Σ) as in #Θ−reg(η). Let then R be countable and such that there is

σ : R → P . Let Φ = (σ-pullback of Σ). Then it follows from Theorem 2.3 that Φ has branch

condensation. Let now M = L(Γ(R,Φ),R). Because (R|δR)# = R, we have that M � AD+

and P(R)∩M = Γ(R,Φ) (it follows from Theorem 2.6.4 of [7] that M is the derived model

of R computed using Φ). It now follows from Theorem 3.3.7 of [7] that M � “ADR + Θ is

regular”. Moreover, as Σ defines a surjective map of R onto ΘM , we have that Σ 6∈M .
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We also have that the following holds.

Lemma 1.2. Suppose κ < η are such that η is an inaccessible cardinal and κ is a strong

cardinal. Suppose further that there is a set X ∈ V such that whenever g ⊆ Coll(ω,< κ) is

generic, in V [g], there is a transitive model M containing the reals and ordinals such that

M is ordinal definable from X, M � AD+ and M � †Θ−reg. Then #Θ−reg(η) holds.

Proof. Fix g ⊆ Coll(ω,< κ) and M as in the hypothesis. There is then a set of reals A ∈M
such that letting Γ = {B ⊆ R : B ≤W A} then L(Γ,R) � “ADR + Θ is regular”. In V [g],

let A ∈ M be a set of reals such that among all sets of reals witnessing the aforementioned

fact in M it has a minimal Wadge rank. Let in V [g], Γ = {B ⊆ R : B ≤W A}. Then

L(Γ,R) � ¬†Θ−reg. Using Theorem 2.2, we can find (P ,Σ) ∈ M such that in M , Σ is

fullness preserving, has branch condensation and Γ(P ,Σ) = Γ. Let Q = (M∞(P ,Σ))M , i.e.,

Q is the direct limit of all iterates of P via Σ. It follows from Theorem 2.2 that Q is ordinal

definable in M , and therefore, Q ∈ V . Fix now j : V → N witnessing that κ is a measurable

cardinal and let h ⊆ Coll(ω,< j(κ)) be V -generic such that g ⊆ h. We let j+ : V [g]→ N [h]

be the lift of j. It then follows that j+(Σ)Q � Vη ∈ V (see the proof of Lemma 7.10). Let

then Λ = j+(Σ)Q � Vη and S = (Q|δQ)#. It follows from the proof of Theorem 2.2 that

S ∈ Q (see Theorem 2.7.6 of [7]). We then have that (S,ΛS) is as in #Θ−reg(η).

Throughout this paper we assume that #Θ−reg(η) fails. Therefore, also the hypothesis of

Lemma 1.2 fails. As is demonstrated by Lemma 1.1, #Θ−reg(η) is stronger than clause 3 of

the Main Theorem.

2 Review of the theory of hod pairs

The purpose of this section is to review some of the material developed in [7]. When we say

“recall” we mean recall from [7]. Here, to analyze stacks on hod premice, we use terminal

nodes (see Definition 2.1) instead of the essential components, which is what we used in

[7]. The terminal nodes of a stack are essentially the models that player I can use at the

beginning of a new round in the iteration game. This notion is the only new contribution of

this section.

The precise definition of a hod premouse can be found in [7] (see Definition 2.1.2 of [7]).

Recall that a hod premouse P = J ~EP ,SP
α has two predicates: ~EP is as usual an extender

sequence, and SP codes the strategy of a certain carefully chosen initial segment of P . The

initial segments whose strategy is being coded into SP are determined by the layers of P .

These are the Woodin cardinals of P and the limit of Woodin cardinals of P . Recall that λP

is the order type of the layers of P , and if α < λP , δPα is the αth layer of P . Also, P(α) is
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the ω-stack of ⊕β<αSPβ -mice over P|δPα that are o(P)-iterable (this definition takes place in

P). It is called the αth hod-initial segment of P . Now if α + 1 ≤ λP then the αth strategy

SPα is a strategy for P(α). Recall that it is required that in P , for every α < λP , SPα has

branch condensation and hull condensation (see Definition 1.1.4 and Definition 1.1.7 of [7]).

Recall that a pair (P ,Σ) is called a hod pair if P is a hod premouse and Σ is an (ω1, ω1)-

iteration strategy for P with hull condensation. The definition is most useful in AD+ context.

However, while doing core model induction, we are ought to consider situations when we need

this notion in the ZFC context. Our current situation is one such situation.

In this paper, all hod mice that we will use do not have measurable limits of Woodin

cardinals. We will not, however, explicitly state this.

If n < ω and f : HCn → HC is a function then we let Code(f) be the set of reals

coding f under some standard way of coding countable sets with reals. More precisely, given

a real x which is a code of a countable set, we let Mx be the structure coded by x and

let πx : Mx → Nx be the transitive collapse of Mx. We let WF be the set of reals which

code countable sets. Suppose then for some n < ω, f : HCn → HC is a function. Then

Code(f) is the set of triples (x, n,m) ∈ R× ω × ω such that x ∈ WF , πx(n) ∈ dom(f) and

πx(m) ∈ f(πx(n)). If A ⊆ R × ω × ω then we let fA be the function, if exists, such that

Code(fA) = A.

Next recall that if (P ,Σ) is a hod pair then

I(P ,Σ) = {(~T ,R) : ~T is a stack on P according to Σ with last model R such that π
~T

exists},
B(P ,Σ) = {(~T ,R) : ∃Q((~T ,Q) ∈ I(P ,Σ) ∧Q /hod R3)},

When A ⊆ X × Y then we write pA = {y ∈ Y : ∃x ∈ X(x, y) ∈ A} for the projection of

A onto the second coordinate. In the sequel, we will write pI(P ,Σ) and pB(P ,Σ) for the

projections of these sets onto their second coordinates.

Recall that if λP is limit then

Γ(P ,Σ) = {A ⊆ R : ∃(~T ,Q) ∈ B(P ,Σ)(A ≤W Code(ΣQ,~T ))}.

where, given two sets of reals B and C, we write B ≤W C if B is a continuous preimage of

C or the complement of C. We do not need hull condensation to make sense of the above

definitions. Also, in [7], we defined Γ(P ,Σ) in the case λP is a successor (see page 127 of

[7]).

Suppose M is a transitive structure and T is an iteration tree on M4. Let S be a node

in T . Then we write T≥S for the component of T that comes after stage S and T≤S for the

3I.e., there is α < λQ such that Q(α) = R.
4Recall that all trees are normal.

12



component of T up to stage S. We say T is reducible if there is a node S in T such that T≥S
is a tree on S. Otherwise we say T is irreducible. We say T has a last irreducible component

if there is a node S in T such that T≥S is an irreducible tree on S.

Suppose now that P is a hod premouse and ~T is a stack on P with normal components

(Mα, Tα : α < η). Recall that the definition of a stack on a hod premouse P is such that it

guarantees that for every α < η, π
~T
0,α :M0 →Mα exists.

Definition 2.1. We say R is a terminal node in ~T if for some α < η and β < lh(Tα),

R =MTα
β and πTα0,β exists. We say R is a non-trivial terminal node if letting (α, β) be as in

the previous sentence, ETαβ is applied to R.

If R is non-trivial terminal node then ξ
~T ,R is the least ξ such that ETαβ ∈ R(ξ + 1).

We also let ~T R be the largest initial segment of ~T ≥R that can be regarded as a stack on

R(ξ
~T ,R + 1). Also let π

~T
R be the iteration embedding from P-to-R and set

tn(~T ) = {R : R is a terminal node in ~T }
ntn(~T ) = {R : R is a non-trivial terminal node in ~T }.

Notice that if R ∈ tn(~T ) then player I can legitimately start a new round on R. Next,

given two Q,R ∈ tn(~T ) we let Q �~T R if, in ~T , Q-to-R iteration embedding exists. If

Q �~T R then we let π
~T
Q,R : Q → R be the iteration embedding given by ~T . Again given

two Q,R ∈ tn(~T ) we let Q �~T ,s R if5 Q �~T R and if ~U is the part of ~T between Q and R
then ~U is an iteration of Q. We then let ~T Q,R stand for the part of ~T between Q and R.

Suppose now that ~T = (Mα, Tα : α < η) is a stack on P and C ⊆ tn(~T ). We say

C is linear if it is linearly ordered by �~T . We say C ⊆ tn(~T ) is strongly linear if C is

linearly ordered by �~T ,s. Suppose C is strongly linear and (Rα : α < η) is a �~T ,s-increasing

enumeration of C. We let lh(C) = γ. Suppose further that γ is a limit ordinal. Then we

let R~T
C be the direct limit of the Rαs under the iteration embeddings π

~T
Rα,Rβ . We then say

C ⊆ tn(~T ) is closed if it is strongly linear and for every limit α < lh(C), R~T
C�α ∈ C. Notice

that strong linearity implies that for each limit α < lh(C), R~T
C�α is a node in ~T . We say C

is cofinal if for every node S of ~T either S ∈ C or there are R �~T ,s Q ∈ C such that S is

a node in ~T R,Q. Notice that if C is closed and cofinal and S 6∈ C then there is �~T ,s-largest

R ∈ C such that for any Q ∈ C such that R �~T ,s Q, S is a node in ~T R,Q.

Notice also that if ~T doesn’t have a last model but there is a strongly linear closed and

unbounded C ⊆ tn(~T ) then C uniquely identifies the branch of ~T . Indeed, let D = {S ∈
tn(~T ) : ∃R,Q ∈ C(R �~T S �~T Q)}. Let R ∈ D be �~T -minimal member of D and let b be

5“s” stands for “strongly”.
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the set of indices of the nodes of ~T between P and R. Then the union of b with the indices

of the nodes of D constitute a branch bC of ~T . Its not hard to see that we haveM~T
bC

= R~T
C .

Suppose now that ~T doesn’t have a last model and there is no strongly linear closed and

cofinal C ⊆ tn(~T ). It follows that γ must be a successor ordinal. Let α = γ−1 and T = Tα.

It then follows that there is S ∈ tn(T ) such that T≥S is an irreducible tree on S or there

is W 6∈ tn(T ), T≥W is a tree on W . Let then D = {S ∈ tn(T ) : T≥S is a tree on S}. It

follows from our discussion that D has a �~T ,s-largest element. We then let S~T be this largest

element. Such an analysis of stacks is very useful because we have that ~T S~T is a normal tree

based on some window of S~T .

Next we recall the notion of super fullness preservation from [7]6. Suppose M is a tran-

sitive model of AD+ containing the reals and (P ,Σ) is a hod pair such that P is countable,

Σ is an (ω1, ω1)-strategy with branch condensation, Σ is M -fullness preserving and for any

(~T ,Q) ∈ B(P ,Σ), ΣQ ∈ M . Suppose that (~T ,R) ∈ I(P ,Σ) and suppose α + 1 ≤ λR. Let

in M

UR(α),Σ = {(x, y) : x ∈ R codes a countable set a and y codes a sound ΣR(α)-mouse M over

a such that ρ(M) = a} and

WR(α),Σ = {(x, y, z) : (x, y) ∈ UR(α),Σ and z codes an iteration tree on the mouse M coded

by y that is according to the unique strategy of M}.

We then say Σ is M-super fullness preserving, if whenever (~T ,R) ∈ I(P ,Σ), then the

fragment of ΣR(α+1) acting on trees that are above δRα respects both UR(α),Σ and WR(α),Σ,

i.e., whenever (~U ,Q) ∈ I(R(α + 1),ΣR(α+1)),

π
~U(τ
R(α+1),Σ
UR(α),Σ

) = τQ,ΣUQ(α),Σ

where τ
R(α+1),Σ
UR(α),Σ

is the join of the ω terms that capture UR(α),Σ over R at ((δR(α+1))+n)R

(τQ,ΣUQ(α),Σ
is defined similarly). Also, similar equality holds for WR(α),Σ.

Continuing with M and (P ,Σ) of the previous paragraph, we say that Σ is correctly

M-guided if for every (~T ,Q) ∈ I(P ,Σ) and for every α < λQ, there is a sequence ~B =

(Bi : i < ω) ⊆ (B[Q(α),ΣQ(α)])
M such that ΣQ(α+1) is guided by ~B. Recall the definition of

(B[Q(α),ΣQ(α)])
M from Section 3.1 of [7]. More precisely, working in M , we let [Q(α),ΣQ(α)]

be the Dodd-Jensen equivalence class of (Q(α),ΣQ(α)), i.e., the set of all hod pairs (R,Ψ)

such that Γ(R,Ψ) = Γ(Q(α),ΣQ(α)). We then let B[Q(α),ΣQ(α)] be the set of all B ⊆
[Q(α),ΣQ(α)]×R×R which are OD and for any (R,Ψ) ∈ [Q(α),ΣQ(α)], the first coordinate

of B(R,Ψ) consists of the reals coding R. Each such B is term captured over Q(α + 1) (this

6The definition of this notion in [7] contains a mistake which has been corrected in the later versions of
that paper.
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follows from the strong mouse capturing, see Lemma 3.1.2 of [7]). We then say that ΣQ(α+1)

is guided by ~B if it chooses the unique branch which moves the canonical term relations

capturing members of ~B correctly. For more details see Definition 3.1.11 of [7]. If Σ ∈ M
then we write M � “Σ is correctly guided” to mean that Σ is correctly M -guided.

Next, we state some useful theorems from [7]. The following is essentially the combination

of Lemma 3.2.4 and Theorem 3.4.1 of [7].

Theorem 2.2. Assume AD+ + ¬†Θ−reg. Fix α such that θα < Θ. Then there is a hod pair

(P ,Σ) such that Σ has branch condensation, is super fullness preserving, and is correctly

guided. Moreover, Γ(P ,Σ) = {A ⊆ R : w(A) < θα} and lettingM∞(P ,Σ) be the direct limit

of all Σ-iterates of P,

M∞|θα = (V HOD
θα

, ~EM∞|θα , SM∞|θα ,∈)

where SM∞|θα is the strategy predicate of M∞.

The next theorem is essentially Theorem 2.7.6 of [7].

Theorem 2.3. Assume AD+ and suppose (P ,Σ) is a hod pair except that Σ may not

have hull condensation. Suppose λP is a limit ordinal. Furthermore, suppose that when-

ever (~T ,R) ∈ B(P ,Σ) there is a hod pair (Q,Λ) and an embedding π : R → Q such

that ΣR,~T = (π-pullback of Λ) and Λ has branch condensation, is super fullness preserving

and is correctly guided. Then for any (~T ,R) ∈ B(P ,Σ), ΣR,~T has branch condensation

and is Γ(R,ΣR,~T )-fullness preserving. Moreover, for every (~T ,R) ∈ I(P ,Σ), and for any

α < β < λR, L(Γ(R(β),ΣR(β),~T )) � “ΣR(α) is supper fullness preserving and is correctly

guided”.

The next theorem is essentially Theorem 2.8.1 of [7].

Theorem 2.4. Assume AD+ and suppose (P ,Σ) is a hod pair except that Σ may not have

hull condensation. Suppose cfP(λP) is a measurable cardinal in P and suppose that whenever

(~T ,Q) ∈ B(P ,Σ), ΣQ,~T has branch condensation. Then there is (~T ,Q) ∈ I(P ,Σ) such that

ΣQ,~T has branch condensation.

Finally recall the statement of strong mouse capturing (SMC). Assume AD+ and suppose

(P ,Σ) is a hod pair such that Σ has branch condensation. Then we say mouse capturing

relative to Σ holds (MC(Σ)) if for all x, y ∈ R, x ∈ ODΣ,y if and only if there is a Σ-mouse

M over y such that x ∈ M. We say strong mouse capturing holds if for every hod pair

(P ,Σ), mouse capturing relative to Σ holds. The following is the main theorem of [7] (see

Chapter 3 of [7] for its proof).
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Theorem 2.5. Assume AD+ + ¬†Θ−reg. Then SMC holds.

Our next theorem is a useful tool in core model induction applications. We will use it

throughout the paper. Unfortunately its proof is unpublished.

Theorem 2.6 (S-Steel). Assume AD+. Suppose V = L(P(R)) and SMC holds. Suppose

(P ,Σ) is a hod pair such that Σ has branch condensation and is fullness preserving. Then

there is a (Θ,Θ)-iteration strategy Σ∗ with branch condensation such that Σ∗ extends Σ and

{A ⊆ R : A is ordinal definable from a real and Σ} = LpΣ∗(R).

A standard Skolem hull argument using hull condensation of Σ shows that there is only

one such iteration strategy Σ∗. Because of this in the sequel we will write LpΣ(R) for

LpΣ∗(R). Also, see the discussion at the end of Section 3 on hybrid mice over the reals.

3 Extendable strategies

In this section we isolate a class of iteration strategies that can be canonically interpreted

in various generic extensions. We will use the ideas used in the tree production lemma to

make this notion precise (specifically see Lemma 4.1 of [18]). In the next section, we will use

the material of this section to introduce the most important object of this paper, hod pairs

below η.

For the duration of this section, we fix an uncountable cardinal λ ≥ ω2. Suppose Z is

some set and ν ≥ η is such that Z ∈ Hν+ . Let φ and ψ be some formulae in the language

of set theory and let X ∈ Pω1(Hν+) be such that Z ∈ X. Let π : M → X ≺ Hν+ be the

transitive collapse of X and π be the inverse of the collapse. Let Z̄ = π−1(Z) and η̄ = π−1(η).

Following the terminology of Section 4 of [18], we then say that (X,ψ) is (φ, a, η)-generically

correct if whenever P ∈ HM
η̄ is a poset and g is M -generic over P then for any x ∈ R,

M [g] � ψ[Z̄, x] if and only if Hν+ � φ[Z, x].

We then say (φ, ψ) are η-generically complementing as witnessed by Z if for club many

X ∈ Pω1(Hν+), (X,ψ) is (φ, Z, η)-generically correct. Let Aφ = {x ∈ R : Hν+ � φ[Z, x]}.
It follows from Lemma 4.1 of [18] that Aφ is η-uB. If T is the tree constructed in [18] with

the property that p[T ] = Aφ then T is essentially a tree whose branches are pairs (x,X)

where x ∈ R and X ∈ Pω1(Hν+) belongs to the club witnessing that (φ, ψ) are η-generically

complementing.

We use the idea behind η-generically complementing formulae to introduce η-extendable

strategies. The main difficulty here is that the strategy isn’t a strategy for a countable

structure. Otherwise, saying that the strategy is η-uB is enough for our purposes. Below we
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state the definition of only an η-extendable strategies. Trivial modification of the definition

can be used to define (η, η)-extendable strategies. Similarly all the lemmas and theorems

that we will state for η-extendable strategies generalize easily to (η, η)-extendable strategies.

Definition 3.1 (η-extendable strategies). Suppose (M,Σ) is such that M∈ Hη is a transi-

tive model of some fragment of ZFC and for some α, β ≤ η, Σ is a (α, β)-iteration strategy

for M with hull condensation.

1. We say Σ is weakly η-extendable if there is an η-iteration strategy Λ such that Λ �

dom(Σ) = Σ and Λ has hull condensation.

2. We say Σ is η-extendable if there are formulae (φ, ψ) and a set Z such that whenever

g ⊆ Coll(ω, |M|) is generic, in V [g],

(a) (φ, ψ) are η-generically complementing as witnessed by Z,

(b) for any partial ordering P ∈ V [g] of size < η and any V [g]-generic h ⊆ P,

V [g ∗ h] � “Aφ is a code set of an ω1-iteration strategy Λ for M such that Λ has

hull condensation and

Λ � (dom(Σ) ∩HCV [g∗h]) = Σ � (dom(Σ) ∩HCV [g∗h])”.

We say that r = (φ, ψ, Z) witnesses that Σ is η-extendable. We also say that (M,Σ)

is an η-extendable pair.

The following is an easy lemma which we leave to the reader.

Lemma 3.2. Suppose (M,Σ) is as in the hypothesis of Definition 3.1. Then the following

holds.

1. Suppose M is countable. Then Σ is η-extendable if and only if Σ is η-uB.

2. Suppose Σ is η-extendable. Then Σ is weakly extendable.

For the rest of this paper, when we say that (M,Σ) is η-extendable then, because Σ has

a canonical extension to an η-iteration strategy (modulo an extendability witness), we will

tacitly assume that Σ is already an η-iteration strategy.

Suppose (M,Σ) is as in the hypothesis of Definition 3.1 and let r = (φ, ψ, Z) witness

that Σ is η-extendable. Suppose g is a generic for some partial ordering P of size < η

and h ⊆ Coll(ω,max(|P|, |M|)) is V [g]-generic. We then let, in V [g ∗ h], letting Λ be the

strategy coded by Aφ, Σr,g =def Λ � Hη[g]. It follows from the homogeneity of the collapse

that Σr,g ∈ V [g] and moreover, V [g] � “Σr,g is η-extendible as witnessed by r”. Often times
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r will be clear from the context and in those situations we will drop it from our notation.

In particular, if M is countable then for any two η-extendability witnesses r and s and for

any < η-generic g, Σr,g = Σs,g. In such cases too we will drop r from our notation.

There might be some confusion with our current notation and already established nota-

tion Σπ. The later refers to π-pullback of Σ. We will refrain from using “Σπ” in this paper.

Since we are discussing pullbacks, we mention that pullbacks of extendable pairs are also

extendable. More precisely, suppose (M,Σ) is an η-extendable pair and i : N → M is an

elementary embedding. Let Λ be the i-pullback of Σ. Then clearly we have that

Lemma 3.3. (N ,Λ) is an η-extendable pair.

Just like in [9], given an η extendable pair (M,Σ) we can introduce the various stacks

relative to Σ. First fix r which witnesses that Σ is η-extendable and let g be a generic for

some poset of size < η. Given a ∈ Hη[g], recall that we say that a Σ-mouse M over a is

countably ξ-iterable if whenever π : N →M is a countable hull of M then letting Λ = (π-

pullback of Σ), N is a ξ-iterable Λ-mouse over π−1(a). When ξ = ω1 + 1 then we just say

that M is countably iterable. Let then in V [g],

(1) LpΣr,g(a) be the stack of all sound Σr,g-mice projecting to a which are countably

iterable,

(2) Wη,Σr,g(a) be the stack of all sound Σr,g-mice projecting to a which are η-iterable,

and

(3) Kη,Σr,g(a) be the stack of all sound Σr,g-mice projecting to a which are countably

η-iterable.

The above definitions make sense when λ = ω1 but ultimately are not very useful unless

ω1-iterability implies ω1 + 1-iterability. The aforementioned fact holds under AD. When

λ = ω1 then we will omit it from our notation.

Next we would like to define the maximal model. Continuing with the above notation,

recall from [9] that if κ ≤ η is uncountable,M∈ Hκ and g ⊆ Coll(ω,< κ) or g ⊆ Coll(ω, κ)

is V -generic then Sη,Σr,g =def L(Kη,Σr,g(RV [g])) is the maximal model. In the case M is

already countable, we let Sη,Σr,g =def L(Kη,Σr,g(R)).

Proposition 3.4 (Proposition 2.2 of [9]). For any < η generic g and any a ∈ Hη[g], in

V [g], Wη,Σr,g(a) E Kη,Σr,g(a) E LpΣr,g(a). Moreover, if a ∈ Hη then Wη,Σr,g(a) E Wη,Σ(a),

Kη,Σr,g(a) E Kη,Σ(a) and (LpΣr,g(a))V [g] E (LpΣ(a))V .

However, there is a slight problem with the above definition of the maximal model.

Because the maximal model is a hybrid premouse over the set of reals, which in general

isn’t a self-wellordered set, one needs to be careful when defining Sη,Σr,g . We do not know
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how to define it in general but only for a large class of strategies (the definition given below

works for arbitrary strategies with hull condensation but we do not know how to show that

in general Σ � R ∈ Sη,Σg). We use the ideas of Section 2.10 of [7] to describe the strategies

for which we can reasonably define Sη,Σr,g .
Suppose (P ,Σ) is an η-extendable pair as witnessed by r. For n ≤ ω, we let M#,Σ

n be

the minimal active sound Σ-mouse with n Woodin cardinals. We let MΣ
n be the result of

iterating the last active measure ofM#,Σ
n through the ordinals. We let N#,Σ

ω be the minimal

active hybrid mouse such that it has ω many Woodin cardinals and letting δ be the sup of

the Woodin cardinals of N#,Σ
ω then N#,Σ

ω |δ is a Σ-mouse and letting NΣ
ω be the result of

iterating the last measure of N#,Σ
ω through the ordinals, NΣ

ω = J [NΣ
ω |δ]7. For n ≤ ω, we

say “M#,Σ
n exists” if it exists as a set. We also say M#,Σ,r

ω exists and is η-iterable via an

η-extendable strategy if M#,Σ
ω exists and has an η-extendable strategy Φ with the property

that whenever g is generic for a poset of size < η then Φg-iterates of M#,Σ
ω are Σr,g-mice.

Sometimes when r is clear from context, we will drop it from our notation. In particular, if

P is countable and Σ is η-uB then, since Σr,g is independent of the choice of r, we will drop

it from our notation. We will use similar expressions for N#,Σ
ω .

Definition 3.5. Suppose (P ,Σ) is an η-extendable pair as witnessed by r. We say (P ,Σ)

is a self-determining pair below η or that Σ is self-determining below η as witnessed by r

if for some n ∈ [1, ω), M#,Σ,r
n exists and is η-iterable via an η-extendable strategy Φ such

that there is a formula φ(u, v) in the language of Σ-mice such that whenever ν < η is an

uncountable cardinal and g ⊆ Coll(ω,< ν) is generic then in V [g], for every Φ-iterate M of

M#,Σr,g ,r
n that is obtained by iterating below the first Woodin of M#,Σr,g ,r

n and is such that

the iteration embedding i : M#,Σr,g ,r
n → M exists, letting δ be the first Woodin cardinal of

M, whenever ~T ∈ Vη[g] is a stack according to Σr,g such that it has a last normal component

of limit length and it is generic for the extender algebra of M at δ then

Σr,g(~T ) = b ⇐⇒ b ∈M[~T ] ∧M[~T ] � φ[~T , b].

We say r witnesses that (P ,Σ) is a self-determining pair below η or that Σ is self-determining

below η. We let nr,Σ be the least integer n as above.

It is shown in [7] that under AD+, if (P ,Σ) is a hod pair such that Σ is super fullness

preserving and has branch condensation then Σ is self-determining below ω1 (see Section 2.9

7The difference between N#,Σ
ω and M#,Σ

ω is that the later is closed under Σ up to its last measure.
Another way to see the distinction between N#,Σ

ω and M#,Σ
ω is to compare their derived models. The first

gives rise to L(Σ,R) and the second to LΣ(R). The advantage of using N#,Σ
ω over M#,Σ

ω is that if N#,Σ
ω

exists and Λ ∈ L(Σ,R) is a strategy for some hybrid structure with hull condensation, then one can show
by using full backgrounded constructions, that N#,Λ

ω also exists (we will use this observation while proving
Lemma 4.11). We conjecture that the equivalent result also holds for M#,Σ

ω .
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and Theorem 2.10.3). Next we show that hybrid mice projecting to their base have self-

determining strategies. However, we first have to make this more precise. This is because if

Q is a Σ-mouse with iteration strategy Φ and R is a Φ-mouse with an iteration strategy Ψ it

may not be the case that wheneverM is a Φ-mouse it is closed under Σ (i.e., Σ �M⊆M).

Having such a closure is key to our proofs that certain strategies are self-determining. To

take care of this difficulty, we need to modify Definition 3.5 for relativized pairs.

Definition 3.6. Suppose (P ,Σ) is a self-determining pair below η as witnessed by r. Let

n = nr,Σ and Φ be the iteration strategy of M#,Σ,r
n and suppose (Q,Λ) is an η-extendable

pair as witnessed by s such that Q is a Σ-mouse. We say (Q,Λ) is a self-determining

pair below η or that Λ is self-determining below η as witnessed by s if for some n ∈ [1, ω),

M#,Λ,Φ,s
n exists and is η-iterable via an η-extendable strategy Ψ such that there is a formula

φ(u, v) in the language of (Λ,Φ)-mice such that whenever ν < η is an uncountable cardinal

and g ⊆ Coll(ω,< ν) is generic then in V [g], whenever M is a Ψ-iterate of M#,Λ,Φ,s
n

obtained by iterating below the first Woodin ofM#,Λ,Φ,s
n and such that the iteration embedding

i :M#,Λ,Φ,s
n →M exists then letting δ be the first Woodin cardinal ofM, whenever ~T ∈ Vη[g]

is a stack according to Λs,g such that it has a last normal component of limit length and it is

generic for the extender algebra of M at δ then

Λs,g(~T ) = b ⇐⇒ b ∈M[~T ] ∧M[~T ] � φ[~T , b].

We say s witnesses that (Q,Λ) is a self-determining pair below η or that Λ is self-determining

below η. We let ns,Λ be the least integer n as above.

We can now prove the following lemma.

Lemma 3.7. Suppose (P ,Σ) is a self-determining pair below η as witnessed by r. Let Φ

be the η-extendable strategy of M#,Σ,r
n where n = nr,Σ. Suppose M is a sound Σ-premouse

over some set a such that ρ(M) = a and suppose that M has an η-extendable strategy

Ψ. Suppose M#,Ψ,Φ
2 exists and is η-iterable via an η-extendable strategy. Then (M,Ψ) is

self-determining below η.

Proof. The proof is very much like the proof of Theorem 2.5.10 of [7]. Because of this, we

only sketch the argument. Let Λ be the strategy of N =def M#,Ψ,Φ
2 . We will give the

description of Ψ in generic extensions of N and leave it to the reader to verify that it works

in generic extensions of the iterates of N . Let δ be the least Woodin cardinal of N . Let

g ⊆ Coll(ω, δ) be V -generic. As Φ is an η-strategy, we only need to consider iteration trees.

Let then T ∈ N [g] be a tree of limit length and according to Φ. We need a uniform way

of identifying Φ(T ). Notice that because N is closed under Ψ, we have that Σr,g � N [g] is

definable over N [g]. Let then Σ∗ = Σr,g � N [g].
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Let γ be the second Woodin of N . Now, working in N notice that it follows from the

universality of the fully backgrounded constructions (see Lemma 1.1.24-1.1.26 of [7]) that

there is some limit cardinal κ ∈ (δ, γ) and ordinal ξ such that letting Nξ be the ξth model

of the the fully backgrounded construction of N|κ done above δ with respect to Σ over a,

C(Nξ) =M. It then follows that in N [g], the iterability of M reduces to the iterability of

Nξ. It follows from the results of Chapter 12 of [5] that in N [g], the iterability of Nξ reduces

to the iterability of N|(κ+)N above δ for non-dropping countable trees.

Let then Λ∗ be the fragment of Λ which acts on non-dropping trees on N|(κ+)N that are

above δ. Notice that Λ∗ � N|(γ+)N ∈ N . Let S be the output of the fully backgrounded

construction of N|η done with respect to (Ψ,Φ), over N|δ and using extenders with critical

points > κ+. Let then U ∈ N [g] be a countable non-dropping tree on N|(κ+)N which is

above δ and is of limit length. It follows that Q(U)-exists and its just a matter of identifying

it uniformly inside N [g].

It follows from the stationarity of the fully backgrounded constructions (see Lemma

1.1.24 of [7]) that in the comparison of M(U) with S, S side doesn’t move. Moreover, the

comparison can be done inside N [g] by using the Q-structures given by the initial segments

of S. More precisely, if W is a tree constructed via the comparison process and it has limit

length then Q(W) is the largest initial segment of S in which δ(W) is Woodin. Let now ξ be

such thatM(U) iterates to S|ξ via the above process and let π :M(U)→ S|ξ be the iteration

embedding. Let R E S be the largest initial segment of S in which ξ is Woodin. We then

have that if E is the (δ, ξ)-extender derived from π then Ult(Q(U), E) = R. It then follows

by a simple absoluteness argument that if h ⊆ Coll(ω,M(U)) then there is Q ∈ N [g][h]

such that Ult(Q, E) = R. We must now have that Q = Q(U) implying that Q ∈ N [g] and

in N [g], it is the unique (Ψ,Φ)-mouse Q∗ with the property that Ult(Q∗, E) = R. It is then

easy to find the desired formula φ which witnesses that (M,Φ) is self-determining below

η.

Let now (P ,Σ) be a self-determining pair below η (possibly a relativized pair) as witnessed

by r. Let n = nr,Σ and let Φ be the η-extendable strategy of M#,Σ,r
n . We then say M is a

Σ-premouse over R (or any non self-wellordered set a) if it is a Φ-premouse over R in the

sense of Definition 2.10.2 of [7]. In that definition, one defines Φ-premouse as one in which

the strategy predicate describes branches for only two kinds of iterations. These are generic

genericity iterations done below the first Woodin of M#,Σ,r
n or generic comparisons which

too are done below the first Woodin of M#,Σ,r
n . For more details see Definition 2.10.2 of

[7]. It clearly follows that under our current definition of Σ-premouse over R, Σ ∈ Sη,Σr,g .
Finally, the discussion above applies not just to R but to any nonself-wellordered set a. See

Section 2.10 of [7] for more details.
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Definition 3.8. Let SD(η) be the set of pairs (Q,Λ) which are self-determining below η as

defined by Definition 3.5 and Definition 3.6. Given (Q,Λ) ∈ SD(η) we let W (η,Λ) = {r : r

witnesses that Λ is self-determining below λ}.

4 Hod pairs below η

In [9], we introduced the notion of a hod pair below a cardinal. Here we introduce the same

notion in a different form as the one introduced in [9] cannot be used in our current context.

In particular, the fullness preservation condition used here is stronger than in [9]. We need

the stronger condition to prove Theorem 6.2, which is a crucial ingredient in the proof of one

of the most important technical theorems of this paper, Theorem 10.3. To introduce hod

pairs, we need to introduce η-stability, η-super fullness preservation and branch condensation

below η. The first ensures that the maximal models computed at various cardinals below

η satisfy AD+. The second says that the strategies we will consider are correctly guided

with respect to various maximal models and are supper fullness preserving in these maximal

models. The third says that the extensions of the strategy have branch condensation. We

start with stability.

For the purpose of the next few definitions, we fix an inaccessible cardinal η which is a

limit of strong cardinals and a pair (P ,Σ) ∈ SD(η) such that P ∈ Hη and Σ is an iteration

strategy for P (we are not assuming that P is a hod premouse).

Definition 4.1 (η-stable). We say Σ is η-stable if there is r ∈ W (η,Σ) such that whenever

ν < η is a strong cardinal with the property that P ∈ Hν and h ⊆ Coll(ω,< ν) is V -generic,

in V [h], Σr,h has hull condensation and Sη,Σr,h � AD+.

Definition 4.2 (η-super fullness preservation). Suppose now that (P ,Σ) is a hod pair. We

say Σ is η-super fullness preserving if there is r ∈ W (η,Σ) such that whenever ν < η is a

strong cardinal with the property that P ∈ Hν and h ⊆ Coll(ω,< ν) is V -generic then in

V [h], Σr,h has hull condensation and whenever Q ∈ (pI(P ,Σ))V ∩HCV [h] and α < λQ then

Σr,h
Q(α+1) � HC is Sη,Σ

r,h
Q(α)-super fullness preserving and is correctly Sη,Σ

r,h
Q(α)-guided.

Definition 4.3. Again suppose that (P ,Σ) is a hod pair. Then we say Σ has branch con-

densation below η if there is r ∈ W (η,Σ) such that whenever g ⊆ Coll(ω,< η) is generic

then Σr,g has branch condensation.

We are now in a position to define hod pairs below η. First given a transitive model M

such that δ ∈ M is a limit of Woodin cardinals, we write “D(M, δ) � φ” to mean that the
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derived model of MColl(ω,<δ) satisfies φ. More precisely, whenever g ⊆ Coll(ω,< δ) is M -

generic, letting R∗ = ∪α<δ(RM [g∩Coll(ω,α)]), L(Hom∗,R∗) � φ. If δ is the sup of the Woodin

cardinals of M then we just write “D(M) � φ”.

Definition 4.4 (Hod pairs below η). A hod pair (P ,Σ) ∈ SD(η) is called a hod pair below

η if there is r ∈ W (η,Σ) such that r witnesses that

1. N#,Σ,r
ω exists and is η-iterable via an η-extendable strategy,

2. Σ has branch condensation below η,

3. D(NΣ
ω ) � “Σ is super fullness preserving”.

4. for every Q ∈ pB(P ,Σ), ΣQ is η-stable,

5. Σ is η-super fullness preserving.

We say that r witnesses that (P ,Σ) is a hod pair below η.

Notice that given an iteration strategy Ψ which has hull condensation, we could also

define the notion of a Ψ-hod pair below η. Here by a Ψ-hod premouse we mean a hod

premouse which is relative to Ψ. Such hod premice are pure Ψ-mice below their first Woodin

cardinal.

Below as well as throughout the paper, if (P ,Σ) is a hod pair below η as witnessed by

r, ν < η is a strong cardinal and g ⊆ Coll(ω,< ν) is generic then we use pB(P ,Σ) and

pI(P ,Σ) for the interpretation of these sets in V and we use pB(P ,Σr,g) and pI(P ,Σr,g) for

the interpretation of these sets in V [g]. The next lemma will be used throughout this paper.

Lemma 4.5. Suppose η is a limit of strong cardinals and (P ,Σ) is a hod pair below η as

witnessed by r ∈ W (η,Σ). Suppose that Q ∈ pB(P ,Σ) and ν < η is a strong cardinal such

that P ,Q ∈ Hν and g ⊆ Coll(ω,< ν) is V -generic. Then in V [g], Sη,Σ
r,g
Q ⊆ L(Σr,g,R).

Proof. Its enough to show that in V [g], (P(R))S
η,Σ

r,g
Q ⊆ L(Σr,g,R). We work in V [g]. Let

S ∈ pI(P ,Σ) be such that Q Ehod S. Let α < λS be such that S(α) = Q. Then we have that

Σr,g
S(α+1) is Sη,Σ

r,g
S(α)-fullness preserving, is correctly Sη,Σ

r,g
S(α)-guided and Σr,g

S(α+1) ∈ L(Σr,g,R).

Let then A ∈ (P(R))S
η,Σ

r,g
S(a)

. Since Σr,g
S(α+1) is correctly Sη,Σ

r,g
S(α)-guided, we can fix (Bi : i ∈

ω) ⊆ (B[S(α),Σr,g
S(α)])

S
η,Σ

r,g
S(α)

which guides Σr,g
S(α+1) � HC

V [g]. It is now not hard to see that

(Bi : i ∈ ω) ⊆ L(Σr,g,R) because for each i, Bi can be recovered in L(Σr,g,R) from the triple

(Σr,g
S(α+1), τ

S(α+1),Σr,gS(α)

Bi
,S(α+ 1)) via genericity iterations (recall that τ

S(α+1),Σr,gS(α)

Bi
is the term

relation capturing Bi over S(α + 1)). Since there is i such that A ≤W (Bi)S(α),Σr,gS(α)
, we get

that A ∈ L(Σr,g,R).
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In this paper, we will need to work with a collection of iteration strategies that properly

contains the iteration strategies of hod mice. The reason for this lies behind our proof of

Theorem 10.3. In this proof, for some (R,Ψ), which is a “pullback” of a hod pair below η,

we need to consider Ψ-hod pairs (Q,Λ). In order for our proofs to go through, we need to

also investigate such strategies. The main problem is that these strategies may give rise to

“unwanted” mice. Fortunately, under mild conditions this doesn’t happen (for instance, see

Lemma 5.3 and Lemma 5.4).

We now work towards introducing this larger collection of iteration strategies that we will

need to study. We continue with our fixed η and define short hod pairs. These are essentially

hod pairs obtained by taking a union of an increasing sequence of hod pairs.

Definition 4.6. We say (S,Φ) is a short hod pair if there is a limit ordinal γ denoted by

λS and there is a sequence ((Sα,Φα) : α < γ) such that

1. (Sα,Φα) is a hod pair,

2. for α < β, Sα /hod Sβ and λSα+1 = λSα + 1,

3. for all limit α < γ, Sα|δSα = ∪β<αSβ,

4. for α < β, (Φβ)Sα = Φα,

5. S = ∪α<γSα and Φ = ⊕α<γΦα.

We then let S(α) = Sα and δS = supα<γ δ
Sα. Notice that if (S,Φ) is a short hod pair then

its height is δS . We say (S,Φ) is a short hod pair below η if (S,Φ) is a short hod pair and

for all α < λS , (S(α),ΦS(α)) is a hod pair below η.

Suppose now that (Q,Λ) is a hod pair below η or a short hod pair below η and λQ is a

limit ordinal. We then say (Q∗,Λ∗) is a pullback of (Q,Λ) if (Q∗,Λ∗) is a short hod pair and

there is π : Q∗ →Σ1 Q|δQ such that for every α < λQ
∗
, Λ∗Q∗(α) = (π-pullback of ΛQ(π(α))).

Notice that if r witnesses that (Q,Λ) is η-extendable then it is easy to see that (r, π) codes

some u witnessing that (Q,Λ) is η-extendable (u. Moreover, it follows from the results of

Section 2.5, Section 2.6 and Section 2.9 of [7] that

Lemma 4.7. if r ∈ W (η,Σ), n = nr,Σ, Φ is the η-extendable strategy of M#,Σ,r
n and M#,Φ

2

exists and is η-iterable via an η-extendable strategy then (Q,Λ) ∈ SD(η) and u ∈ W (η,Λ).

Proof. The main point is that it follows from Theorem 2.3 that Λ is Γ(Q,Λ)-super fullness

preserving. The proof is very much like the proof of Lemma 3.7 and Theorem 6.2. Because

of this, we omit the proof.
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Our collection of iteration strategies consist of iteration strategies for hod premice, short

hod premice, pullbacks of hod premice and the relativized versions of the previous three

classes. More precisely

Definition 4.8. We let IS(η)8 be the set of (Q,Λ) such that

1. (Q,Λ) is a hod pair below η or a short hod pair below η, or

2. (Q,Λ) is a pullback of a hod pair below η or a pullback of a short hod pair below η, or

3. for some (R,Ψ) which is as in 1 or 2 above, (Q,Λ) is a Ψ-hod pair below η.

We say r is a witness for (R,Ψ) if r witnesses that (R,Ψ) ∈ IS(η).

Suppose (R,Ψ) ∈ IS(η). Then we let µR,Ψ be the least strong cardinal µ such that

R ∈ Hµ. Let now h ⊆ Coll(ω,< η) be generic. We let in V [h],

D(η, h) = {A ⊆ R : ∃(Q,Λ) ∈ IS(η) for some r witnessing that (Q,Λ) ∈ IS(η),

A ∈ L(Λr,h,R)}.

Definition 4.9. Work in V [h]. Suppose (Q,Λ) ∈ D(η, h) is a pair such that Q is a transitive

structure and Λ is an ω1-iteration strategy for Q with hull condensation. Suppose a ∈ HCV [h].

We let, in V [h], Vη,Λ(a) be the union of all sound Λ-mice M over a such that ρ(M) = a

and M has an ω1-iteration strategy in D(η, h)9.

Given an uncountable cardinal ν < η we let hν = h ∩ Coll(ω,< ν) (this will be a standard

notation for us and often we will use it without reintroducing it). The next few lemmas show

that D(η, h) behaves nicely. We first show that D(η, h) is closed under N#
ω -operator. Our

first observation is that D(η, h) can be defined by using hod pairs below η.

Lemma 4.10. Work in V [h]. Then D(η, h) consists of the set of reals A such that for some

(Q,Λ) ∈ IS(η) which is a hod pair below η (possibly a relativized hod pair) as witnessed by

r, A ∈ L(Λr,h,R).

Proof. Since pullbacks of hod pairs below η are Wadge reducible to hod pairs below η, it is

easy to see that there is some (possibly relativized) (P ,Λ) ∈ IS(η) such that (P ,Λ) is a hod

pair below η and A ∈ L(Λ,R).

8IS stands for “iteration strategies”.
9Here, to make things simple, we omit h from our notation of Vη,Λ(a).
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Lemma 4.11. Suppose (P ,Σ) is a hod pair below η as witnessed by r, ν < η, and in V [hν ],

(M,Λ) ∈ L(Σr,hν ,R) is a pair such thatM is a transitive set and Λ is an ω1-iteration strategy

with hull condensation. Then in V [hν ], Λ is η-uB and N#,Λ,Σr,hν
ω exists and is η-iterable via

an η-extendable strategy10.

Proof. We work in V [hν ]. Let N = N#,Σ,r
ω , Φ be its η-iteration strategy and let M =

L(Σr,hν ,R). Let x be a real such that it codes M and for some n < ω, letting s be the

sequence of the first n-indiscernibles of M , M � “Λ is definable from Σr,hν , x, s”. Let S be

an iterate of N via Φ such that x is generic over S for the extender algebra of S at its first

Woodin cardinal. It is now easy to see that (r,Σr,hν ,ΦS , x) codes some u which witnesses

that Λ is η-extendable (essentially u is the witness we get by asking what is true in the

derived model of iterates of S[x]). It then follows that in V [hν ], Λ is η-uB.

Let now δ be the sup of the Woodin cardinals of S. We have that Λ � (S|δ)[x] ∈ S[x].

Let W be the output of the fully backgrounded construction of (S|δ)[x] done relative to

(Λ ⊕ Σr,hν ) � ((S|δ)[x]). Standard arguments now show that J [W ] has no level projecting

across δ and that in W , δ is a limit of ω Woodin cardinals. Let now E be the last active

extender of S and let α be the index of E in ~ES . ThenW+ = (Jα[W ], E) inherits iterability

from S. It then follows that N#,Λ,Σr,hν
ω is the Σ1-hull of W+. Because Φ is η-extendable, it

follows that N#,Λ,Σr,hν
ω inherits an η-extendable strategy from Φ.

Corollary 4.12. Suppose h ⊆ Coll(ω,< η) is V -generic and in V [h], (M,Σ) ∈ D(η, h) is

a pair such that M is a transitive set and Σ is an ω1-strategy with hull condensation. Then

there is a strong cardinal ν < η such that M ∈ HCV [hν ], Σ � Vη[hν ] ∈ V [hν ] and letting

Ψ = Σ � HCV [hν ], in V [hν ], Ψ is η-uB, Σ = Ψh and N#,Ψ
ω exists and is η-iterable via an

η-extendable strategy.

Proof. The proof borrows a result from the next section, namely, Lemma 5.1. Let (R,Φ)

be (possibly relativized) hod pair below η as witnessed by r such that in V [h], (M,Σ) ∈
L(Φr,h,R). Let µR,Φ ≤ ν be such that there is a real x ∈ RV [hν ] such that in V [h], for

some n letting s be the sequence of the first n indiscernibles of L(Φr,h,R) then in L(Φr,h,R),

Σ is definable from (Φr,h, x, s). It follows from Lemma 5.1 that N#,Φ,r
ω is η+-iterable via

a η+-extendable strategy. It then follows from the derived model theorem and genericity

iterations that (M,Σ � HCV [hν ]) ∈ L(Φr,hν ,RV [hν ]). We can now apply Lemma 4.11. Let

Ψ = Σ � HCV [hν ]. We have that in V [hν ], Ψh = Σ because we can choose an extendability

witness for Ψ with the property that Ψu,h = Σ and also since Ψ is η-uB, Ψu,h is independent

of u. The u that gives Ψu,h = Σ can be constructed by asking what is true in the derived

model of the iterates of N#,Φ,r
ω .

10We do not have to put r in our superscript as Σr,hν is η-uB in V [hν ].
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Corollary 4.13. Suppose ν < η is a strong cardinal, a ∈ HCV [hν ] and (Q,Λ) ∈ D(η, h)

is such that Λ has hull condensation. Then there is a strong cardinal µ ∈ [ν, η) such that

setting Ψ = Λ � HCV [hµ], Vη,Λ(a) ∈ V [hµ], Ψ ∈ V [hµ] and in V [hµ], Ψ is η-uB and such that

Ψh = Λ. Moreover, if a ∈ V and (Q,Λ) ∈ V is an η-extendable pair as witnessed by some r

such that Λr,h ∈ D(η, h) then Vη,Λ(a) ∈ V .

Proof. Both claims follow from Corollary 4.12 and the homogeneity of the collapse.

The closure under N#
ω operators isn’t as powerful as one might think. For instance, it

doesn’t give us the tools to show that whenever (P ,Σ), (Q,Λ) ∈ IS(η) as witnessed by r

and s, ν < η is a strong cardinal such that P ,Q ∈ Hν and g ⊆ Coll(ω,< η) is generic then

L(Σr,g,Λs,g,R) � AD+. Our next hypothesis implies the aforementioned closure property.

Definition 4.14 (Closure under hybrid Nω-operators). We say η is closed under hybrid

Nω-operators if

1. whenever (Q,Λ) and (R,Ψ) are members of IS(η) as witnessed by r and s respectively

then N#,Λ,Ψ,r,s
ω exists and is η-iterable via an η-extendable strategy,

2. for any (Q,Λ) ∈ IS(η), for any r witnessing that (Q,Λ) ∈ IS(η), for any strong

cardinal µ ∈ [µQ,Λ, η), for any V -generic g ⊆ Coll(ω,< µ), for any a ∈ HCV [g] and for

any M E (LpΛr,g(a))S
η,Λr,g

such that ρ(M) = a letting Φ ∈ Sη,Λr,g be the ω1-strategy of

M, in V [g], N#,Λr,g ,Φ
ω exists and is η-iterable via an η-extendable strategy, and

3. for any η-extendable hod pair (P ,Σ) such that Σ has branch condensation and whenever

R ∈ pB(P ,Σ), (R,ΣR) ∈ IS(η), for any r witnessing η-extendability of Σ, N#,Σ,r
ω

exists and is η-iterable via an η-extendable strategy.

In Section 7, we will show (see Theorem 7.8) that if no symmetric Kc construction below

η converges then η is closed under hybrid Nω operators. In the next section, we will show

that if η is closed under hybrid Nω-operators then hod pairs below η are D(η, h)-fullness

preserving. One consequence of the closure under hybrid Nω-operators is that it implies a

very crucial property, namely lower part persistence below η (see Lemma 5.3). To introduce

this notion, we continue with our fixed η and h. Let (P ,Σ) be a pair such that P ∈ Hη and

Σ is η-extendable.

Definition 4.15 (Lower part persistence). We say Σ is lower part persistent below η if there

is r witnessing that (P ,Σ) is η-extendable and such that for any Q ∈ pB(P ,Σ), for any two

µ < ν strong cardinals such that Q ∈ Hµ and for any a ∈ HCV [hµ],

(LpΣ
r,hµ
Q (a))S

η,Σ
r,hµ
Q = (LpΣr,hνQ (a))S

η,Σ
r,hν
Q .
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Definition 4.16 (Lower part persistence below η). We say lower part persistence holds

below η and write lpp(η) if for every (Q,Λ) ∈ IS(η), Λ is lower part persistent below η.

5 Proving persistence

One of the main goals of this section is to prove that closure under hybrid Nω-operators

implies persistence. To do this, we need to reproduce a useful lemma from [9] (in particular,

see Lemma 2.5 and Corollary 2.6 of [9]). For the purposes of the next lemma, suppose

µ < η are such that µ is a strong cardinal and η is inaccessible. Let j : V → M be an

embedding witnessing that µ is η+-strong and let h ⊆ Coll(ω,< j(µ)) be a V -generic. Let

j+ : V [hµ]→M [h] be the lift of j.

Suppose first that (P ,Σ) is a µ-extendable pair and let r witness this. Its not hard to see

that (P ,Σ) is in fact an η-extendable pair. Indeed we have that in M , (φ, ψ, j(Z)) witnesses

that (P ,Σ) is j(µ)-extendable. It now follows that in M , (φ, ψ, j(Z)) witnesses that (P ,Σ)

is η-extendable. But because Hη+ ∈M , we have that (φ, ψ, j(Z)) also witnesses that (P ,Σ)

is η-extendable. The moral is that j(r) witnesses that (P ,Σ) is η-extendable.

Lemma 5.1. Suppose (P ,Σ) ∈ SD(µ), r ∈ W (µ,Σ) and a ∈ Vη[hµ]. Then (P ,Σ) is an

η-extendable pair as witnessed by j(r) and

(Wη,Σj(r),hµ (a))V [hµ] = (Wj(η),Σj(r),h(a))M [h] = (Kη,Σj(r),hµ (a))V [hµ]

= (LpΣj(r),hµ (a))V [hµ] = (LpΣj(r),h(a))M [h].

Moreover, if a ∈ HCV [hµ], X ∈ V and in V [hµ], N is a transitive inner model containing the

reals and ordinals and such that N is ODX and Σr,hµ ∈ N then (LpΣr,hµ (a))N E LpΣr,hµ (a).

In particular, (LpΣr,hµ (R))N E Sη,Σr,hµ .

Proof. The arguments that follow are rather standard. To prove the equalities, we first show

that (Wη,Σj(r),hµ (a))V [hµ] = (LpΣj(r),hµ (a))V [hµ]. Work in V [hµ]. Clearly (Wη,Σj(r),hµ (a))V [hµ] E

(LpΣj(r),hµ (a))V [hµ]. Let then M E (LpΣj(r),hµ (a))V [hµ] be such that ρ(M) = a. We want to

see that M E (Wη,Σj(r),hµ (a))V [hµ]. To see this, notice that by a standard absoluteness

argument, there is σ :M→ j+(M) such that σ ∈M [h] and σ � P = id. Because Σj(r),h has

hull condensation, we have that, in M [h],M is ω1 + 1-iterable Σj(r),h-mouse. Let in M [h], Λ

be the unique ω1 +1-iteration strategy ofM witnessing thatM is a Σj(r),h-mouse. It follows

from the homogeneity of the collapse and the uniqueness of Λ that Λ � Vη[hµ] ∈ V [hµ].

Hence, M E (Wη,Σj(r),hµ (a))V [hµ].

To see that (Wη,Σj(r),hµ (a))V [hµ] = (Wj(η),Σj(r),h(a))M [h], first suppose
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M E (Wη,Σj(r),hµ (a))V [hµ].

Then, in M [h], j(M) EWj(η),j+(Σr,hµ )(j+(a)). Again by a standard absoluteness argument,

there is σ : M → j+(M) such that σ ∈ M [h] and σ � P = id. It follows that in M [h],

M E Wj(η),j+(Σr,hµ )(a). Next, suppose M E (Wj(η),j+(Σr,hµ )(a))M [h] is such that ρ(M) = a.

It follows from the homogeneity of the collapse and the uniqueness of the strategy ofM that

M∈ V [hµ] and that M E (Wη,Σj(r),hµ (a))V [hµ].

We thus have that

(1) (Wη,Σj(r),hµ (a))V [hµ] = (LpΣj(r),hµ (a))V [hµ] = (Wj(η),j+(Σr,hµ )(a))M [h].

Notice we have that

(2) (Wη,Σj(r),hµ (a))V [hµ] E (Kη,Σj(r),hµ (a))V [hµ] E (LpΣj(r),hµ (a))V [hµ].

Applying the first equality of (1) inside M and noticing that a is countable in M [h] we

get that,

(3) (Wj(η),Σj(r),h(a))M [h] = (LpΣj(r),h(a))M [h].

(1), (2) and (3) now easily imply the first part of the lemma. To see the second part of

the lemma, fix a,N as in the statement of the lemma. Let M E (LpΣr,hµ (a))N be such that

ρ(M) = a and let Π ∈ N be such that N � “Π is the unique ω1 + 1-strategy of M”. Then

it follows from the homogeneity of the collapse that j+(Π) � Vη[hµ] ∈ V [hµ]. Hence, M is

ω1 + 1-iterable in V [hµ] implying that M E LpΣr,hµ (a). The last part of the lemma is an

immediate consequence of the first two parts of the lemma.

We can now state and prove the main lemma of this section. For the rest of this section

we fix an inaccessible cardinal η which is a limit of strong cardinals and a V -generic h ⊆
Coll(ω,< η). The following lemma is the main technical lemma of this section. In what

follows we will have situations where M is a model of AD+ and Σ is a (η, η)-strategy with

the property that Σ � HC ∈ M . In this case, we will write M � φ[Σ, ...] instead of M �

φ[Σ � HC, ...]. We will use this convention throughout the paper.

Lemma 5.2. Suppose (P ,Σ) ∈ IS(η) as witnessed by r. Suppose that ν < η is a strong

cardinal such that P ∈ Hν and a ∈ HCV [hν ]. Suppose in V [hν ], (M,Π) is such that M is a

sound Σr,hν -mouse over a such that ρ(M) = a, Π is an ω1-strategy for M with hull conden-
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sation and N#,Π,Σr,hν
ω exists and is η-iterable via an η-extendable strategy. Then whenever

µ ∈ [ν, η) is a strong cardinal, M E (LpΣr,hµ (a))S
η,Σr,hµ

.

Proof. Suppose that ν, a and (M,Π) are as in the hypothesis of the lemma. Let N =

N#,Π,Σr,hν
ω . First notice that because N has an η-extendable strategy, if κ < ν is an in-

accessible cardinal such that M,P ∈ HCV [hκ] then letting Φ = Π � HCV [hκ], Φ ∈ V [hκ],

V [hκ] � “Φ is η-uB” and Φhν = Π. Fix then such a cardinal κ.

Let now µ ∈ [ν, η) be a strong cardinal. Because N is η-iterable via an η-extendable

strategy, it follows that in V [hµ], letting N = L(Σr,hµ � HC,Πhµ � HC,R), N � AD+. We

have that in V [hµ], N is OD from (Σr,hκ ,Φ). Because N � “every set is ordinal definable

from a real and Σr,hµ”, it follows from Theorem 2.6 that in V [hµ],

N � P(R) = P(R) ∩ LpΣr,hµ (R).

Therefore, in V [hµ], Πhµ ∈ LpΣr,hµ (R). It now follows from the last part of Lemma 5.1

(applied with V changed to V [hκ]) that (LpΣr,hµ (R))V [hµ] E Sη,Σr,hµ . Hence, Πhµ ∈ Sη,Σr,hµ .

We then get that M E (LpΣr,hµ (a))S
η,Σr,hµ

.

We now list some very useful corollaries of Lemma 5.2. The following is an immediate

corollary of Lemma 5.2 (recall Definition 4.14).

Corollary 5.3 (Criteria for persistence). Suppose η is closed under hybrid Nω-operators.

Then lpp(η) holds.

Lemma 5.4. Suppose (P ,Σ) is a hod pair below η as witnessed by r. Then in V [h], Σr,h is

D(η, h)-fullness preserving.

Proof. Recall that since (P ,Σ) is a hod pair below η, letting ν < η be a strong cardinal such

that P ∈ Hν , in V [hν ], Σr,hν � HCV [hν ] is L(Σr,hν � HC,R)-fulness preserving. It follows

that its enough to show that

(1) whenever Q ∈ pB(P ,Σr,h) ∩ HCV [h] and ν < η is a strong cardinal such that

P ,Q ∈ HCV [hν ] then for every a ∈ HCV [hν ], Vη,Σ
r,hν
Q (a) = (LpΣr,hνQ (a))L(Σr,hν ,RV [hν ]).

Fix then Q, ν and a be as in (1). Let Q+ ∈ pI(P ,Σr,hν ) ∩ HCV [hν ] be such that

Q Ehod Q+. We claim that we can find S ∈ pI(P ,Σ)∩HCV [hν ] such that S ∈ pI(Q+,Σr,hν
Q+ ).

Let M = (M∞(P ,Σr,hν ))L(Σr,h,R). Then it follows from the homogeneity of the collapse

that M ∈ V . Let now π : H[hκ] → Hν+ [hν ] be an elementary embedding such that κ is an

inaccessible cardinal, cp(π) = κ, H ∈ V and (P ,Σ),Q+ ∈ rng(π). We then let S = π−1(M).
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Clearly S ∈ V and H[hκ] � “S ∈ pI(Q+,Σr,hκ
Q+ )”. It then follows that S is as desired. Let

j = πΣr,hν
Q+,S . Let α < λS be such that S(α) = j(Q).

Let now M E Vη,Σ
r,hν
Q (a) be such that ρ(M) = a. It follows from Lemma 4.11 that

in V [hν ], if Π is the unique strategy of M then N#,Π,Σr,hνQ
ω exists and is η-iterable via an

η-extendable strategy. It then follows that in V [hν ], L(Π,Σr,hν
Q � HC,R) � AD+. Let in

V [hν ], M = L(Π,Σr,hν
Q � HC,R). Notice that in V [hν ], M = L(Π,Σr,hν

S(α) � HC,R) implying

that M � V = ODΣr,hνS(α)
,R. It then follows from Theorem 2.6 that in V [hν ],

(2) (P(R))M = P(R) ∩ (LpΣr,hνS(α)(R))M

implying that Π ∈ (LpΣr,hνS(α)(R))M . But it follows from the last part of Lemma 5.1 that

(LpΣr,hνS(α)(R))M E Sη,Σ
r,hν
S(α) (just like in the proof of Lemma 5.2 we need to apply Lemma 5.1

with V changed to some V [hκ]). It follows from Lemma 4.5 and (2) that in V [hν ], Π ∈
L(Σr,hν � HC,RV [hν ]) implying that M E (LpΣr,hνQ (a))L(Σr,hν �HC,RV [hν]).

It remains to show that in V [hν ], (LpΣr,hνQ (a))L(Σr,hν �HC,R) E Vη,Σ
r,hν
Q (a). We work in V [hν ].

LetM E (LpΣr,hνQ (a))L(Σr,hν �HC,R) be such that ρ(M) = a. It follows from Lemma 4.11 that if

Π ∈ L(Σr,hν ,RV [hν]) is the ω1-iteration strategy ofM then N#,Π,Σr,hν
ω exists and is η-iterable

via an η-extendable strategy. It then follows that in V [h], Πh ∈ L(Σr,h,R) implying that

M E Vη,Σ
r,hν
Q (a).

The following is an immediate corollary of the proof of Lemma 5.4 (consult the last

paragraph of that proof).

Corollary 5.5. Suppose (P ,Σ) is a hod pair below η as witnessed by r and that (Q,Λ) ∈
IS(η) as witnessed by u. Suppose that ν < η is a strong cardinal such that in V [hν ], Σr,hν �

HC ∈ L(Λu,hν � HC,R). Then in V [hν ], L(Λu,hν � HC,R) � “Σr,hν is fullness preserving”.

6 Canonical witnesses

The question that concerns us here is whether there is a canonical r witnessing that (P ,Σ)

is a hod pair below η. Here we give one useful example of such an r. In Section 10, we will

use it to show that certain embeddings witnessing measurability have weak condensation, a

result that is crucial for the results of Section 11.

We start by fixing an inaccessible cardinal η which is a limit of strong cardinals and a

V -generic h ⊆ Coll(ω,< η). Suppose (P ,Σ) is a hod pair below η as witnessed by r. Recall

that pI(P ,Σ) and pB(P ,Σ) are sets in V , and if ν < η then pI(P ,Σr,hν ) and pB(P ,Σr,hν )

are sets in V [hν ].
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Suppose Q ∈ pI(P ,Σ) ∪ pB(P ,Σ) is such that λQ is a successor. Let κ ∈ (|Q|, η) be

a strong cardinal and let in V [hκ], Mκ,Q = Sη,Σ
r,hκ
Q(λQ−1)(R). Also, let SQκ be the result of

generically comparing all Σr,hκ
Q(λQ−1)

-premice R such that R ∈ HCV [hκ] and Mκ,Q � “R is

Σr,hκ
Q(λQ−1)

-suitable and Σr,hκ
Q(λQ−1)

-short tree iterable”11. Let alsoWQκ be the result of iterating

Q above δQ
λQ−1

according to ΣQ to make HV
κ generically generic (the effect of such an iteration

is that whenever m ⊆ Coll(ω,HV
κ ) is generic and xm is the canonial real in V [m] coding HV

κ

then xm is generic over the extender algebra BW
Q
κ

δ where δ = δW
Q
κ ). Let πQκ : Q → SQκ and

σQκ : Q →WQκ be the iteration embeddings.

Recall that if M is a hybrid premouse and ξ < o(M) then OMξ = ∪{N EM : M|ξ E
N ∧ ξ is a cutpoint in N}. Also recall the sets U and W defined in Section 2. Also recall

the definition of a fatal drop from [6]. IfM is a hybrid premouse and U is a tree onM then

we say U has a fatal drop at (γ, ξ) if the pair is the lexicographically least (α, β) such that

T≥α is a tree on OM
U
α

β which is above β.

Lemma 6.1. Suppose T ∈ HCV [h] is a normal tree on Q that is above δQ
λQ−1

. Then T is

according to Σr,h
Q if and only if for every limit α < lh(T ) letting U = T � α and b be the

branch of U in T , b is the unique branch of U such that whenever κ < η is a strong cardinal

such that U ∈ HCV [hκ], one of the following holds:

1. U doesn’t have fatal drops, Q(b,U) exists, andWQκ [Q(b,U)] � “whenever m ⊆ Coll(ω, δW
Q
κ )

is generic and x, y ∈ RWQκ [Q(b,U)][m] are such that x codes M(U) and y codes Q(b,U),

then (x, y) ∈ σQκ (τQUQ(λQ−1),Σ
)”.

2. U has a fatal drop at (γ, ξ) and WQκ [U , b] � “whenever m ⊆ Coll(ω, δW
Q
κ ) is generic

and x, y, z ∈ RWQκ [Q(b,U)][m] are such that x codes M(U), y codes OM
U
γ

ξ and z codes

(U≥γ)_{MU
b } then (x, y, z) ∈ σQκ (τQWQ(λQ−1),Σ

)”.

3. πUb exists and there is σ :MU
b → SQκ such that πQκ = σ ◦ πUb .

Proof. Suppose first that Σr,h
Q (U) = b. Suppose that Q(b,U) exists. We need to show that

clause 1 or clause 2 holds. We present the argument only for clause 2 as the argument for

clause 1 is very similar. Fix two strong cardinals κ < ν < η such that U ∈ HCV [hκ].

Notice that we have that U is generic over WQκ . Suppose then U has a fatal drop at

(γ, ξ). Let θ(u, v, w, x) be the formula displayed in clause 2. Thus, we need to show

that WQκ [U , b] � θ[U , b, (γ, ξ), σQκ (τQWQ(λQ−1),Σ
)]. Because (P ,Σ) is a hod pair below η, we

have that in V [hν ], Σr,hν
Q � HC is Mν,Q-super fullness preserving12. It then follows that

11The idea of generic comparisons goes back to Woodin. The form that is needed here was worked out by
the author in [7], see Section 2.9 of [7].

12Recall that since ν is a strong cardinal, ω1-iterable structures in Mν,Q are η-iterable, which implies that

Σr,hνQ � HC is Mν,Q-super fullness preserving.
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Mν,Q � “WQκ is Σr,hν
Q(λQ−1)

-suitable”. We also have that σQκ (τQWQ(λQ−1),Σ
) = τWκ

WQ(λQ−1),Σ
. There-

fore, WQκ [U , b] � θ[U , b, (γ, ξ), σQκ (τQWQ(λQ−1),Σ
)].

Conversely, suppose b is a branch such that clause 2 holds. We need to show that

Σr,h
Q (U) = b. Again let κ < ν < η be strong cardinals such that U ∈ HCV [hκ] and let

θ(u, v, w, x) be as above. Because WQκ [U , b] � θ[U , b, (γ, ξ), πΣ
Q,SQκ

(τQWQ(λQ−1),Σ
)] and because

in V [hν ], Σr,hν
Q � HC is Mν,Q-fullness preserving, we have that Mν,Q � “the phalanx obtained

from (U≥γ)_MU
b is ω1-iterable”. Because Mν,Q � AD+ and Σr,hν

Q � HC is Mν,Q-fullness

preserving, it follows that we must have that Σr,hν
Q (U) = b.

Suppose now that Σr,h
Q (U) = b but Q(b,U) doesn’t exist. Let κ < η be a strong cardinal

such that U ∈ HCV [hκ]. Because in V [hκ], Σr,hκ
Q is Mκ,Q-fullness preserving it follows that

Mκ,Q � “MU
b is Σr,hκ

Q(λQ−1)
-suitable and Σr,hκ

Q(λQ−1)
-short tree iterable”. It then follows that

SQκ is an iterate of MU
b and hence, letting σ : MU

b → SQκ be the iteration embedding we

have that πQκ = σ ◦ πUb . Conversely, if b is a branch such that there is σ : MU
b → SQκ with

the property that πQκ = σ ◦ πUb then because Σr,h
Q has branch condensation, we have that

Σr,h
Q (U) = b.

We let φ(u, v, w) be the formula that expresses clauses 1-3 of Lemma 6.1 where u stands

for Q, v stands for T and w stands for (Σ, r). Next we state the general result.

Theorem 6.2. Suppose that ~T ∈ HCV [h] is a stack on P. Then ~T is according to Σr,h if

and only if whenever R is a non-trivial terminal node of ~T there is Q ∈ pI(P ,Σ) and an

embedding σ : R → Q such that πΣ
P,Q = σ ◦ π ~TR and φ[Q(σ(ξ

~T ,R) + 1), σ ~T R] holds.

Proof. We only prove the forward direction as the reverse direction is an easy application of

branch condensation and Lemma 6.1. The proof of the forward direction is by induction on

the Dodd-Jensen order on pI(P ,Σr,h)∪pB(P ,Σr,h). We let ψ[P ,Σr,h] express the conclusion

of the forward direction of the theorem. Thinking of the proof as induction, it is enough

to show that whenever R ∈ pI(P ,Σ) ∪ pB(P ,Σ) is such that for every R∗ ∈ pB(R,Σ),

ψ[R∗,Σr,h
R∗ ] holds then ψ[R,Σr,h

R ] holds. Fix then such an R.

Suppose first that λR is limit. It is not difficult to see that it follows from the inductive

hypothesis that

(1) whenever (~U ,R∗) ∈ I(R,Σr,h
R ) then there is ( ~W ,Q) ∈ I(R,ΣR) and an embedding

σ : R∗ → Q such that π
~W = σ ◦ π ~U .

To establish (1) one just needs to successively use the copying construction and dovetail

them all into one iteration. The reader can find more details by consulting the proof of

Lemma 3.35 of [7]. Fix then ~U on R which is according to Σr,h
R and let S be a non-trivial
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terminal node in ~U . Let ~U
∗

be the initial segment of ~U up to the stage where S first appears in
~U . Using (1) we can find ( ~W ,Q) ∈ I(R,ΣR) such that π

~W = σ ◦ π ~U
∗
. Because ( ~W ,Q) ∈ V ,

it follows from Lemma 6.1 that φ[Q(σ(ξ
~U ,S) + 1), σ ~US ] holds.

Suppose next that λR is a successor ordinal. Fix ~U on R and let S be a non-trivial

terminal node in ~U . If ξ
~U ,S + 1 < λS then the claim follows from the inductive hypothesis.

Thus we assume that ξ
~U ,S + 1 = λS . The proof now is by induction on the stage where S

appears in ~U . Suppose the claim is true for any other non-trivial terminal node in ~U that

appears before S. It is then again easy to see that our two inductive hypotheses imply that

there is ( ~W ,Q) ∈ I(R,ΣR) and an embedding σ : S → Q such that π
~W = σ ◦ π ~US . Because

( ~W ,Q) ∈ V , it follows from Lemma 6.1 that φ[Q(σ(ξ
~U ,S) + 1), σ ~US ] holds.

Remark 6.3. We remark that Theorem 6.2 holds true if we just assume that (P ,Σ) is

an η-extendable hod pair such that whenever h ⊆ Coll(ω,< η), Σ is D(λ, h)-super fullness

preserving and correctly D(λ, h)-guided. The proof of this fact is almost word-by-word the

same as the proof of Theorem 6.2.

Suppose now that (P ,Σ) is a hod pair below η. It is easy to see that the proof of

Theorem 6.2 gives an s which is a witness to the η-extendability of (P ,Σ). We leave the

details of the exact conversion of the proof of Theorem 6.2 to s to the readers. Notice that

s is independent of the initial choice of the extendability witness. We then let rΣ be the

witness given by Theorem 6.2. Suppose now that (P ,Σ) is a short hod pair below η. In this

case we let rΣ = ⊕α<λPrΣP(α)
. Suppose then (Q,Λ) ∈ IS(η) as witnessed by u and (P ,Σ)

is a Λ-hod pair below η. We then let rΣ,u be the witness given by the relativized version of

Theorem 6.2. Putting all these witnesses together we obtain the collection of “canonical”

witnesses for members of IS(η).

Definition 6.4. Suppose (Q,Λ) ∈ IS(η). We let R(η,Λ) be the set of r ∈ W (η,Λ) such

that one of the following holds:

1. (Q,Λ) is a hod pair or a short hod pair and r = rΛ.

2. (Q,Λ) is a pullback of a hod pair or a short hod pair (R,Ψ) as witnessed by π : Q →
R|δR and r is the witness of η-extendability given by the pair (π, rR,Ψ).

3. For some pair (S,Φ) ∈ IS(η) as in clause 1 and 2 above, (Q,Λ) is a Φ-hod pair below

η and for some u ∈ R(η,Φ), rΛ,u = r.

One nice consequence of Theorem 6.2 is that when dealing with hod pairs or short hod

pairs we can omit the witness from our notation. Thus, in what follows, we will drop the

superscript r whenever our pair is a hod pair below η which is a limit of strong cardinals.

In particular, we will write Σg instead of Σr,g.
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7 The core model induction

In this section, we review some material that is needed for doing core model induction under

our hypothesis. Suppose that |R|+ = ν, and (M,Σ) ∈ SD(ν) is such that M is countable

and Σ has hull condensation. Following [9], we introduce core mode induction operators

associated with Σ. We repeat the definition here for convenience and also because it is

somewhat different than the one given in [9]. Recall that if M is a hybrid premouse and

α ≤ o(M), thenM||α isM up to α including the predicates indexed at α whileM|α isM
up to stage α without the predicates indexed at α.

Suppose now that θ(v) is a Σ1-formula. As in [15] (see page 6) we can associate a

canonical sequence (θk : k < ω) such that θk is Σk and for any Σ-mouse M over R and a

real x,

J1(M) � θ[x] ⇐⇒ ∃k < ωM � θk[x].

We say a sound Σ-premouseM over R is self-iterable ifM � AD+ and whenever α < o(M)

and π : Q →M||α is such that Q is countable and π is elementary then Q has an iteration

strategy in M.

Suppose now thatM is a Σ-premouse over some real z. Following Definition 1.8 of [15],

we say thatM is a (θ, z)-witness ifM is a sound (ω, ω1, ω1)-iterable z-mouse in which there

are δ0 < ... < δ9, S and T such that M satisfies the formula expressing

1. ZFC,

2. δ0, ..., δ9 are Woodin cardinals,

3. S and T are trees on some ω × α which are absolutely complementing in V Coll(ω,δ9),

and

4. for some k < ω, letting N be the least self-iterable R-premouse such that N � θk[z],

p[T ] is the Σk+3-theory (in the language with names for each real) of N .

The following lemma is essentially the generalization of Lemma 1.10 of [15].

Lemma 7.1. Suppose there is a (θ, z) witness. Then Sν,Σ � θ[z].

Suppose now that φ(v, w) is a Σ1-formula. Following [15], we let

φ∗n(v) = ∃M E Sν,Σ(M is self-iterable and if M = J ~E,S
α then

M � “α + ωn exists” ∧ ∀i < ω(i > 0 =⇒ φ((v)0, (v)1))

We can now define Σ-cmi operators.
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Definition 7.2. We say F : HC → HC is a Σ core model induction operator or just Σ-cmi

operator if one of the following holds:

1. For some α ∈ Ord, letting M = Sν,Σ||α, M � AD++MC(Σ)13 and one of the following

holds:

(a) There is a Σ1-formula φ(u, v) such that F is a Σ-mouse operator with the property

that for every X ∈ dom(F ), F (X) is the least Σ-mouse such that whenever g ⊆
Coll(ω,X) is generic then for every n there is γ such that F (X)||γ is a (φ∗n, z)

witness where z is the canonical real coding X in F (X)[g].14

(b) For some swo b ∈ HC and some Σ-premouse Q ∈ HCV over b, F is an (ω1, ω1)-

iteration strategy for Q which is M-fullness preserving, has branch condensation

and is guided by some ~A = (Ai : i < ω) such that ~A ∈ ODM
b,Σ,x for some x ∈ b.

Moreover, α ends either a weak or a strong gap in the sense of [20].

(c) For some H : HC → HC satisfying a or b above and for some n < ω, F is

x → M#,H
n (x) operator or for some b ∈ HC, F is the ω1-iteration strategy of

M#,H
n (b).

2. For some α ∈ Ord such that ρ(Sν,Σ||α) = R and some countable π : N → Sν,Σ||α, such

that if Λ is N ’s unique ν-strategy then (N ,Λ) ∈ SD(ν), one of the above conditions

hold for F with LΛ
ν (R) used instead of Sν,Σ and Λ used instead of Σ.

Next recall Proj(κ, η,Σ) from [9]. For the rest of this section we fix η which is an

inaccessible limit of strong cardinals. Our definition here is slightly different then the one in

[9].

Definition 7.3. Suppose κ < η is such that κ is an inaccessible cardinal, and suppose

(P ,Σ) ∈ SD(κ) and r ∈ W (κ,Σ). We let Proj(κ, η, (r,Σ)) be the following statement: for

every generic g ⊆ Coll(ω,< κ), in V [g],

1. (P ,Σ) ∈ SD(λ) and r ∈ W (κ,Σ),

2. for every Σr,g-cmi operator F , M#,F,Σr,g

1 exists and is η-iterable via an η-extendable

strategy, and

3. Sη,Σr,g(R) is the stack of all sound self-iterable Σr,g-mice M such that ρ(M) = R and

in V [g], for some ν < κ and X ∈ V [g ∩ Coll(ω, ν)], M∈ ODX .

13Recall that MC(Λ) stands for the Mouse Capturing relative to Λ which says that for x, y ∈ R, x is
OD(Λ, y) iff x is in some Λ-mouse over y.

14Notice that via S-constructions, F (X)[g] can be reorganized as a Σ-premouse over z.

36



We let Proj(κ, η) be the statement that for any pair (P ,Σ) ∈ SD(κ) and r ∈ W (κ,Σ),

Proj(κ, η, (r,Σ)) holds. We let Proj(η) be the statement that for every strong cardinal

κ < η, Proj(κ, η) holds.

Just like in [9] we can now show that:

Theorem 7.4. Suppose κ < η is such that κ is an inaccessible cardinal. Suppose (M,Σ) ∈
SD(κ), r ∈ W (κ,Σ), and suppose that Proj(κ, η, (r,Σ)) holds. Then for any V -generic

g ⊆ Coll(ω,< κ), Sη,Σr,g � AD+ + θΣ = Θ.

We will not prove the theorem here as the proof of the theorem is very much like the

proof of the core model induction theorems in [6] (see Theorem 2.4 and Theorem 2.6), [12]

(see Chapter 7) and [15]. We encourage the reader to read the discussion following Theorem

3.3 of [9] and in particular, the proof of Lemma 3.4 of [9].

Notice that it follows from Lemma 5.1 that if κ is a strong cardinal then the stack on

the right side of clause 3 of Definition 7.3 is an initial segment of Sη,Σr,g(R). The converse is

also true.

Lemma 7.5. Suppose κ < η is a strong cardinal. Suppose (P ,Σ) ∈ SD(κ) and r ∈ W (η,Σ).

Suppose that clause 1 and 2 of Proj(κ, η, (r,Σ)) holds, and let g ⊆ Coll(ω,< κ) be V -generic.

Then Sη,Σr,g(R) is the stack of all sound self-iterable Σr,g-mice M such that ρ(M) = R and

in V [g], for some ν < κ and X ∈ V [g ∩ Coll(ω, ν)], M∈ ODX .

Proof. We work in V [g]. Because of Lemma 5.1, its enough to show that whenever M E

Sη,Σr,g is such that ρ(M) = R then there is some self-iterable sound Σr,g-mouse N over R
such that M E N and for some ν < κ and X ∈ V [g ∩ Coll(ω, ν)], N ∈ ODX . We can

assume that M isn’t self-iterable as then there is nothing to prove. Fix then π : Q → M
such that Q is countable and π is elementary and letting Φ be the η-strategy of Q, Φ 6∈ M.

Using the core model induction and clause 1 of Proj(κ, η, (r,Σ)), we can now show that

LΦ,Σr,g(R) � AD+15. Let M = LΦ,Σr,g(R). We have that M � V = ODΣr,g ,R
16. It then

follows from Theorem 2.6 that P(R)M = (LpΣr,g(R))M . Moreover, in M , (LpΣr,g(R))M is the

15Presenting the proof of this result is beyond the scope of this paper. The interested readers can find
similar results which translate to our context almost verbatim by consulting [12]. See also Theorem 7.4

16This can be shown as follows. Work in M . Suppose N E LpΣr,g (R) such that ρ(N ) = R. It is enough
to show that there is S E LpΣr,g (R) such that ρ(S) = R, N E S and S is self-iterable. Suppose there is no
such S. We can then fix (Ni : i < ω) such that N0 = N , Ni E LpΣr,g (R), Ni /Ni+1 and Ni+1 is the least
initial segment of LpΣr,g (R) with the property that every countable submodel of Ni has an iteration strategy
in Ni+1. Let then S = ∪i<ωNi. Then S is self-iterable. This is because if π : S̄ → S is countable then,
because ρ(S) = R, the only way to iterate S̄ is to drop. Thus it is enough to show that for every α < o(S̄),
S̄|α has an ω1 + 1-strategy in S. But then we can fix some i < ω and β < o(Ni) such that π : S̄|α→ Ni|β.
It follows from the construction that S̄|α has an ω1 + 1-strategy in Ni+1.
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stack of all self-iterable Σr,g-mice. Fix now some ν < κ and X ∈ V [g ∩Coll(ω, ν)] such that

M is ODX (X is essentially a set coding r, Φ � V [g ∩ Coll(ω, η)] and Σr,g∩Coll(ω,ν)). Also

fix N E (LpΣr,g)M such that Φ � HC ∈ N and that N is self-iterable. It now follows from

Lemma 5.1 that N E Sη,Σ
r,g

. Because Φ � HC ∈ N , it must be the case thatM E N . This

completes the proof of the lemma.

Notice now that if the first clause of Proj(κ, η, (r,Σ)) holds and g ⊆ Coll(ω,< κ) is

V -generic then any Σr,g-cmi operator F is η-uB. It follows that F is η-uB17 and that F can

be extended to act on Vη[g]. More precisely, given a P ∈ Vη[g], a V [g]-generic h ⊆ P, V [g∗h]-

generic k ⊆ Coll(ω,< η), and < η-complementing T, S ∈ V [g] such that p[T ] = Code(F ),

we have that (p[T ])V [g∗h∗k] ∩ RV [g∗h] ∈ V [g ∗ h]. We then let, in V [g ∗ h ∗ k], F h be given by

dom(F h) = {a : ∃(x, n,m) ∈ R((x, n,m) ∈ p[T ] ∧ πx(n) = a)} and

F h(a) = b if and only if whenever x ∈ R is such that a ∈ Nx and n ∈ ω is such that

πx(n) = a, F h(a) = {πx(m) : (x, n,m) ∈ p[T ]}.

It follows that F h ∈ V [g ∗h]. It also follows that F h∗k makes sense and F h∗k � Vη[g ∗h] ∈ V .

We then let F h,η =def F
h∗k � Vη[g ∗ h] ∈ V [g ∗ h].

Next, we prove a lemma which can be used to show that Proj(κ, η, (r,Σ)) holds. Suppose

κ < η is a strong cardinal, (P ,Σ) ∈ SD(κ) and r ∈ W (κ,Σ). Fix j : V → M witnessing

that κ is η+-strong and let h ⊆ Coll(ω,< j(κ)) be generic. Recall that for ν < j(κ), we

let hν = h ∩ Coll(ω,< ν). We can then extend j to j+ : V [hκ] → M [h]. Given a Σr,hκ-cmi

operator F and a cardinal ν ∈ [κ, η), we let F+ν = j+(F ) � Vη[hν ]. Clearly we have that

F+ν ∈ V [hν ].

Lemma 7.6. Suppose, in V [hκ], for every Σr,hκ-cmi operator F which has a symmetric name

Ḟ ∈ V Coll(ω,<κ) and for every ν ∈ [κ, η), Kc,F+ν
construction of Vη[hν ] fails. Then in V [hκ],

whenever F is a Σr,hκ-cmi operator, N#,F
ω exists and has an η-iteration strategy which is

η-extendable.

Proof. Suppose first that, in V [hκ], F is a Σr,hκ-cmi operator that has a symmetric name.

Let α ∈ [κ, η). Because Kc,F+α
construction of Vη[hα] fails, by the results of [1], we get

that Vη[hα] � “N#,F+α

ω exists and is ω1 + 1-iterable”. Let then Mα = (N#,F+α

ω )V [hα]. By

homogeneity of the collapse, for every α ∈ [κ, η), Mα ∈ V [hκ] and V [hκ] � “Mα is ω1 + 1-

iterable”. It then follows that Mα = Mβ for all α, β ∈ [κ, η) implying that if M is the

common value of Mα then V [hκ] � “M has an η-uB iteration strategy” (see Lemma 7.9).

The claim then follows.

17This follows from clause 1 of Definition 7.3 and the proof of Lemma 7.9 applied to the M#
1 operator.
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Next suppose that, in V [hκ], F is an arbitrary Σr,hκ-cmi operator. It is shown in [12] and

[15] that any Σr,hκ-cmi operator F has a symmetric name Ḟ ∈ V Coll(ω,<κ) provided Σr,hκ has

a symmetric name (in particular, see Section 1.4 of [15]). If F is defined according to clause

1 of Definition 7.2 then because Σr,hκ has a symmetric name, the above argument finishes

the claim, as F then too has a symmetric name.

Suppose then F is defined by clause 2 of Definition 7.2. Let ξ = (κ+)V . Working in

V [hκ], fix α such that ρ(Sξ,Σr,hκ ||α) = R and some countable π :M→ Sξ,Σr,hκ ||α such that

if Λ is the unique strategy ofM, then clauses 1a-1c of Definition 7.2 hold for F with LΛ
ξ (R)

used instead of Sξ,Σr,hκ and Λ used instead of Σ. If Λ had a symmetric name then we would

be done as F then can be shown to have a symmetric name. Suppose then Λ doesn’t have

a symmetric name.

We continue working in V [hκ]. Because κ is inaccessible, we can fix ν < κ and σ :

H → HV
κ+ω such that |H| = ν, cp(σ) = ν and if σ+ : H[hν ] → HV

κ+ω [hκ] is the lift of σ then

π ∈ rng(σ). Let then N = σ−1(Sξ,Σ||α) and let Φ ∈ V [hκ] be the canonical strategy of N . It

follows that Φ has a symmetric name in V Coll(ω,<κ). Therefore, it follows from the argument

above that in V [hκ], N#,Φ
ω exists and is η-iterable via an η-extendable strategy. But we also

have that Λ = (τ -pullback of Φ) where τ = (σ+)−1(π). It then follows that in V [hκ], N#,Λ
ω

also exists and has an η-iteration strategy which is η-extendable. Because F ∈ LΛ
ξ (R), it

follows that N#,F
ω exists and has an η-iteration strategy which is η-extendable.

The following is an easy consequence of Lemma 7.5 and Lemma 7.6. We will use it in

Section 9 to prove the limit derived model hypothesis.

Corollary 7.7. Suppose no symmetric hybrid Kc construction below η converges. Then

Proj(η) holds.

The proof of Lemma 7.6 also gives the proof of the following corollary.

Corollary 7.8. Suppose no symmetric hybrid Kc construction below η converges. Then η

is closed under hybrid Nω-operators.

Proof. The proof of clause 1 and clause 3 of Definition 4.14 is an immediate consequence

of the proof of Lemma 7.6. To show the clause 2 we use Corollary 7.7 and Theorem 7.4.

Fix (Q,Λ) ∈ IS(η), r witnessing that (Q,Λ) ∈ IS(η), a strong cardinal µ ∈ [µQ,Λ, η), a

V -generic g ⊆ Coll(ω,< µ), an a ∈ HCV [g] andM E (LpΛr,g(a))S
η,Λr,g

such that ρ(M) = a.

Let Φ ∈ Sη,Λr,g be the ω1-strategy of M. It follows from Corollary 7.7 and Theorem 7.4

that in V [g], M∗ =def Sη,Λ
r,g
� AD+. Let then α < ΘM

∗
be such that letting M = M∗|α,

Φ ∈ M and α ends a weak gap. We can then find a Λr,hµ-cmi operator F as in clause 1.b

of Definition 7.2. Let x be a real witnessing that Code(Φ) <W Code(F ). Notice that we
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have that in V [hµ], F is λ-uB (see the discussion after Lemma 7.5). It then follows from

Lemma 7.6 that in V [hµ], N#,F
ω (x) exists and is η-iterable via an η-extendable strategy. It

then follows that in V , N#,Φ
ω exists and is η-iterable via an η-extendable strategy.

Next we outline the proof of the claim we used in the last line of the first paragraph

of the proof of Lemma 7.6. We state it for strategies but the proof also works for mouse

operators.

Lemma 7.9. Suppose for some limit cardinal µ, (M,Σ) is an µ-extendable pair as witnessed

by r, ν ∈ [|M|, µ) is a cardinal and k ⊆ Coll(ω, ν) is V -generic. Suppose that V [k] �

“N#,Σr,k

ω exists and is ω1 + 1-iterable in all < µ-generic extensions”. Then V � “N#,Σ
ω exists

and is µ-iterable via an µ-extendible strategy”.

Proof. The proof is standard but the author is unaware of a published account of it. Here

we outline the argument. Let Q = N#,Σr,k

ω and let Λ ∈ V [k] be the following µ-strategy for

Q: Given an iteration tree T according to Λ of limit length, Λ(T ) = b iff Q(b, T ) exists and

whenever N is an active Σr,k-mouse over M(T ) that is ω1 + 1-iterable in all < µ-generic

extensions and has ω Woodin cardinals then Q(b, T ) E N . Clearly, Λ is an µ-strategy for

M. We claim that it is an µ-extendible strategy.

In order to prove this, we will use the following notation. Given α < µ and a transitive

set M ∈ Hη[k], let UM be the tree on Q which makes M generically generic, i.e., if N is the

last model of U then whenever g ⊆ Coll(ω, |M |), M is generic over BNδ where δ is the least

Woodin cardinal of N . We let NM be the last model of UM . We let ΣM be the strategy

coded by the strategy predicate of NM .

Fix now a < µ-generic g over V [k] and T ∈ V [k ∗ g] such that T ∈ Hη[k ∗ g] is a tree

on Q. We say T is correctly guided if for every limit α < lh(T ), if b is the branch of T � α
then Q(b, T � α)-exists and if π : M → Hµ is elementary with M transitive and such that

T ∈ M [k ∗ g] then letting Q = (J ~E,ΣM,gM [M(T � α)])NM [M ][k∗g], i.e., Q is the output of fully

backgrounded construction of NM [M(T � α)][k ∗ g] done overM(T � α) with respect to the

interpretation of ΣNMM on NM [M(T � α)][k ∗ g], then Q(b, T ) E Q.

It is then easy to see that T ∈ dom(Λ) iff T is correctly guided. We leave it to the reader

to find (φ, ψ, Z) witnessing that Λ � Vµ is µ-extendable.

We finish this section by proving some useful lemmas. Recall that we are working with

a fixed η which is an inaccessible limit of strong cardinals. Let A ⊆ η be the set of strong

cardinals that are less than η. Suppose κ < η is a A-reflecting strong cardinal and j : V →M

is an embedding witnessing that κ is η+-strong and A-reflecting. Let h ⊆ Coll(ω,< j(κ))

be generic. We then have that j lifts to j+ : V [hκ]→M [h].
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Lemma 7.10. Suppose Proj(η) holds and η is closed under hybrid Nω-operators. Suppose

in V [hκ], N is a transitive model of AD+ such that R, Ord ⊆ N and (P ,Σ) ∈ N is a

hod pair such that N � “Σ has branch condensation, is super fullness preserving and is

correctly guided”. Suppose further that for some X ∈ V and some real x ∈ V [hκ], in

V [hκ], N is ordinal definable from X, and Σ is ordinal definable from (X, x). Then there

is (Q,Λ) ∈ V ∩ SD(η) and s ∈ W (η,Λ) such that (Q,Λ) is a hod pair, Q ∈ pI(P , j+(Σ)),

for every strong cardinal µ ∈ [κ, η), Λs,hµ = j+(Σ)Q � Vη[hµ] and s witnesses the first four

clauses of Definition 4.4.

Proof. Let Q = (M∞(P ,Σ))N . Because we are assuming that N is ODX in V [hκ], we have

that Q ∈ V as Q ⊆ HODN (see Theorem 2.2). Next notice that because of comparison of

hod pairs (see Theorem 2.2.2 of [7]), j+(Σ)Q is independent of Σ, i.e., whenever (R,Ψ) ∈ N
is such that in N , Γ(R,Ψ) = Γ(P ,Σ), then Q = M∞(R,Ψ) and j+(Ψ)Q = j+(Σ)Q. The

following claim is an easy consequence of this observation.

Claim 1. In M [h], j+(Σ)Q � HCV [hη ] is ordinal definable from j(X).

Proof. Indeed, first let Γ = Γ(P ,Σ). In M [h], consider the pairs (R,Ψ) ∈ j+(N) such that

for some z ∈ RV [hκ], (R,Ψ) is ordinal definable from (j(X), z) and j+(N) � Γ(R,Ψ) = j+(Γ).

Then ΨQ � HCV [hη ] = j+(Σ)Q � HCV [hη ]. The claim then follows.

It follows from the claim that for all ν ∈ [κ, η], j+(Σ)Q � Vη[hν ] ∈ V [hν ] and Λ = j+(Σ)Q �

Vη ∈ V . It is now easy to extract an η-extendability witness for Λ using (j,X). Letting s be

this witness, s has the property that for every ν ∈ [κ, η),

(1) Λs,hν = j+(Σ)Q � Vη[hν ].

Claim 2. (Q,Λ) and s are as desired.

Proof. We need to show that s witnesses that

1. (Q,Λ) is self-determining below η,

2. N#,Λ,s
ω exists and is η-iterable via an η-extendable strategy,

3. Λ has branch condensation below η,

4. D(N Λ
ω ) � “Λ is a super fullness preserving”.

5. for every R ∈ pB(Q,Λ), ΛQ is η-stable,
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To see clause (1), notice that we have that in j+(N), Λs,h is self-determining below ω1

and in fact M#,Λs,h

1 is the witness (this follows from the results of Section 2.9-2.10 of [7]).

It follows from the homogeneity of the collapse that M#,Λ
1 exists and is η-iterable via an

η-extendable strategy.

Clause 2 follows from the fact that η is closed under hybrid Nω-operators, and clause 3

follows from (1) above and the fact that Σ has branch condensation. Clause 5 is a consequence

of Theorem 7.4. It remains to show that Clause 4 holds. It follows from (1) and clause 2

above that in V [hκ], N#,Σ
ω exists and is η-iterable via an η-extendable strategy. Because in

V [hκ], L(Σ,R) � “Σ is super fullness reserving” it follows from (1) that D(N Λ
ω ) � “Λ is a

super fullness preserving”. This finishes the proof of the claim.

The following corollary of Lemma 7.10 will be instrumental in later sections, especially

in Section 10 and Section 11.

Lemma 7.11. Suppose Proj(η) holds and η is closed under hybrid Nω-operators. Suppose

(R,Ψ) ∈ IS(η) is a relativized hod pair below η. Then there is a hod pair (Q,Λ) below η

such that in V [h], Ψh ∈ L(Λh,R).

Proof. Let µ = µR,Ψ and let N = L(Ψhµ ,RV [hµ]). Then N � AD+. We then let (P ,Σ) ∈ N
be a hod pair such that in N , Γ(P ,Σ) = Γ(R,Ψhµ). Let then (Q,Λ) and s be as in

Lemma 7.10. We have that s witnesses that (Q,Λ) ∈ SD(η) and satisfies the first four

clauses of Definition 4.4.

It follows from Lemma 4.11 that in V [hµ], N#,Ψ,Σ
ω exists and has an η-extendable strategy.

Let N = N#,Ψ,Σ
ω . Notice that because in N , Γ(P ,Σ) = Γ(R,Ψhµ), we have that in N ,

Ψhµ ∈ L(Σ,R). It follows that D(N ) � “Ψhµ ∈ L(Σ,R)”. It follows from the construction

of Λ that if M = N#,Ψ,Λ,s
ω then D(M) � “Ψhµ ∈ L(Σ,R)”. Since M has an η-extendable

strategy which it inherits from N 18, we have that in V [h], Ψh ∈ L(Λh,R).

It remains to show that s witnesses that Λ is η-super fullness preserving. Fix then

S ∈ pI(Q,Λ) and let ξ < λS . Let ν be a strong cardinal S ∈ Hν . We need to show that

Λs,hν
S(ξ+1) is Sη,ΛS(ξ)-super fullness preserving and correctly Sη,ΛS(ξ)-guided. Because D(M) �

“Λ is super fullness preserving and correctly guided”19, it is enough to show that in V [hν ],

Sη,Λ
hν
S(ξ) ⊆ L(Ψhν ,Λs,hν ,R).

Notice that because we have that D(M) � “both Ψ and Λ are super fullness preserv-

ing and correctly guided”, we can fix some W ∈ pI(R,Ψhν ) such that for some β < λW , in

18Notice that M can be obtained from an iterate of N using the procedure we used in Lemma 4.11.
19This follows from the fact that D(N ) � “Σ is super fullness preserving and correctly guided”.
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L(Ψhν ,Λs,hν ,RV [hν ]), Γ(W(β),Ψhν
W(β)) = Γ(S(ξ),Λs,hν

S(ξ)). It then follows that Ψhν
W(β) ∈ S

η,Λs,hνS(ξ) .

It then follows that in Sη,Λ
s,hν
S(ξ) , every set is ordinal definable from a real and Ψhν

W(β). Using

Theorem 2.6, we get that

(1) Sη,Λ
s,hν
S(ξ) = L((LpΨhνW(β)(R))S

η,Λ
s,hν
S(ξ)

).

It follows from Lemma 4.5 that in V [hν ],

(2) Sη,Ψ
hν
W(β) ⊆ L(Ψhν ,Λs,hν ,R).

It also follows from Lemma 5.1, that in V [hν ],

(3) (LpΨhνW(β)(R))L(Ψhν ,Λs,hν ,R) E Sη,Ψ
hν
W(β) .

It follows from (1), (2) and (3) that indeed in V [hν ], Sη,Λ
s,hν
S(ξ) ⊆ L(Ψhν ,Λs,hν ,R).

8 The limit derived model hypothesis

Here we introduce the limit derived model hypothesis at η. In Section 11, we will use it

to show that if this hypothesis holds at a λ satisfying the hypothesis of the UB-Covering

Conjecture and if covering with lower parts fails at η then there is a transitive proper class

inner model of ADR + “Θ is regular”. In Section 9, we will also establish that if η is as in

UB-Covering Conjecture, no symmetric hybrid Kc construction below η converges and there

is no transitive inner model containing the reals and ordinals and satisfying ADR + “Θ is

regular” then the limit derived model hypothesis holds at η. The combination of these two

results implies the Main Theorem.

In intuitive terms, the derived model hypothesis states that the collection of η-universally

Baire sets below η is very rich. If we assume that η is a limit of Woodin cardinals then

Woodin cardinals themselves will give an ample collection of η-universally Baire sets. With-

out Woodin cardinals, however, we have to specifically say where these universally Baire sets

come from.

Definition 8.1 (The limit derived model hypothesis). Suppose η is an inaccessible limit of

strong cardinals. We say the limit derived model hypothesis holds at η and write ldmh(η) if

the following conditions are satisfied: For every (Q,Λ) ∈ IS(η) the following holds:

1. (Q,Λ) is η-stable.
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2. If (R,Ψ) ∈ IS(η) is a Λ-hod pair below η then there is (W ,Π) ∈ IS(η) such that

(W ,Π) is a Λ-hod pair below η and for some α < λW , W(α) ∈ I(R,Ψ), α + ω = λW

and ΨW(α) = ΠW(α).

3. η is closed under hybrid Nω-operators.

4. Proj(η) holds.

We call it the limit derived model hypothesis because of clause 2. Intuitively clause 2

above implies that D(η, h) is a model of ADR. Throughout this section we fix an inaccessible

cardinal η which is a limit of strong cardinals and assume that ldmh(η) holds. We now

introduce the the direct limit construction below an inaccessible cardinal and show that it

behaves well (see Lemma 8.2).

Suppose that (R,Ψ) ∈ IS(η). Let µ < η be an inaccessible cardinal such that R ∈ Hµ.

We then let,

Fµ,ηR,Ψ = {(Q,Λ) ∈ IS(η) : Q ∈ Hµ and (Q,Λ) is a Ψ-hod pair below η}, and

FηR,Ψ = ∪ν<λFν,ηR,Ψ.

We also let Fµ,η = Fµ,η∅,∅,∅ and Fη = Fη∅,∅,∅.
As usual, we define �µ,ηR,Ψ on Fµ,ηR,Ψ by setting (Q,Λ) �µ,ηR,Ψ (S,Φ) if for some α ≤ λS ,

S(α) ∈ I(Q,Λ) and ΦS(α) = ΛS(α). When µ = η then we write �ηR,Ψ. When (R,Ψ) = (∅, ∅)
then we write �ηR,Ψ.

Lemma 8.2. �µ,ηR,Ψ is directed.

Proof. Fix (Q,Λ), (S,Φ) ∈ Fµ,ηR,Ψ. Let r ∈ R(η,Ψ), u ∈ R(η,Λ), and v ∈ R(η,Φ). Because

we are assuming η is closed under hybrid Nω-operators, we have that in V [hµ], N#,Λu,hµ ,Φv,hµ
ω

exists and has an η-extendable strategy. It then also follows from genericity iterations and

the derived model theorem that in V [hµ], if M = L(Λu,hµ ,Φv,hµ ,R) then M � AD+. Next

it follows from Corollary 5.5 that M � “Λu,hµ and Φv,hµ are fullness preserving” (notice that

M is either L(Λu,hµ ,R) or L(Φv,hµ ,R) depending on whether Code(Φv,hµ) ≤W Code(Λu,hµ)

or Code(Λu,hµ) ≤W Code(Φv,hµ)). Using the comparison theorem of [7] (see Theorem 2.2.2

of [7]), we get that in M , there is (W ,Π) such that either

1. W ∈ pI(Q,Λu,hµ), W ∈ pI(S,Φv,hµ) ∪ pB(S,Φv,hµ) and Π = Λ
u,hµ
W = Φ

v,hµ
W or

2. W ∈ pI(S,Φv,hµ), W ∈ pI(Q,Λu,hµ) ∪ pB(Q,Φu,hµ) and Π = Φ
v,hµ
W = Λ

u,hµ
W .

Let then M = (M∞(W ,Π))M . It follows from the homogeneity of the collapse and from

Theorem 2.2, that M ∈ V . Assume without loss of generality that clause 1 above holds. It

then follows from the proof of Lemma 7.11 that (M,ΦM) ∈ IS(η).
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If now (Q,Λ) �µ,ηR,Ψ (S,Φ) then let πΛ
Q,S : Q → S(α) be the iteration embedding where α

is such that S(α) ∈ I(Q,Λ). Given (S,Φ) ∈ Fµ,ηR,Ψ, we let Mµ,∞(S,Φ) be the direct limit of

all Φhµ-iterates of S which are in HCV [hµ]. Also let, in V [hµ], πΦ
S,∞,µ,η,hµ : S →Mµ,∞(S,Φ)

be the iteration embedding. It then follows that

Lemma 8.3. Mµ,∞(S,Φ) ∈ V .

Notice now that it follows from the comparison that given two (Q,Λ) and (S,Φ) in Fµ,ηR,Ψ,

we have that either Mµ,∞(Q,Λ) E Mµ,∞(S,Φ) or Mµ,∞(S,Φ) E Mµ,∞(Q,Λ). It means

that if

M∗
µ,η,R,Ψ,∞ = ∪(S,Φ)∈Fµ,ηR,ΨMµ,∞(S,Φ),

and for α < λM
∗
µ,η,R,Ψ,∞ , Σµ,η,α = ΛM∗µ,η,R,Ψ,∞(α) where Λ is such that for some Q, (Q,Λ) ∈

Fµ,ηR,Ψ and

Mµ,∞(Q,Λ) =M∗
µ,η,R,Ψ,∞(α),

then letting Σµ,η = ⊕α<ξΣµ,η,α, (M∗
µ,η,R,Ψ,∞,Σ) is a short hod pair below η (see clause 1 of

Lemma 8.4). Hence, (M∗
µ,η,R,Ψ,∞,Σ) ∈ IS(η). When µ = η, we drop it from our notation.

Also, when (R,Ψ) = (∅, ∅) then we letM∗
µ,η,∞ =M∗

µ,η,∅,∅,∞. Next we list some consequences

of the limit derived model hypothesis.

Lemma 8.4 (Consequences of the limit derived model hypothesis). Let h ⊆ Coll(ω,< η) be

V -generic. Then the following statements are true.

1. For every (R,Ψ) ∈ IS(η), λM
∗
η,R,Ψ,∞ is a limit ordinal.

2. In V [h], for any A,B ∈ D(η, h), L(A,B,R) � AD+.

3. Lower part persistence holds below η.

Proof. Clause 1 is an immedaiate consequence of clause 2 of ldmh(η). Clause 2 follows from

clause 3 of ldmh(η) and Corollary 4.12. Clause 3 follows easily from Corollary 5.3 since we

have that η is closed under hybrid Nω-operators.

9 A proof of the limit derived model hypothesis

In this section, our goal is to prove that the failure of clause 1 and clause 3 of our Main

Theorem implies the limit derived model hypothesis. More precisely, we prove the following

theorem.
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Theorem 9.1. Suppose η is an inaccessible limit of strong cardinals which are A-reflecting

where A = {ν < λ : ν is a strong cardinal}. Suppose no symmetric hybrid Kc-construction

below η converges and suppose ¬#Θ−reg(η) holds. Then ldmh(η) holds.

We spend the rest of this section proving Theorem 9.1. For the duration of this section let

(*) no symmetric hybrid Kc-construction below η converges and ¬#Θ−reg(η) holds.

We assume that (*) holds. It follows from Corollary 7.8 that η is closed under hybrid

Nω-operators. It also follows from Corollary 7.7 that Proj(η) holds. The following lemma

then follows from Theorem 7.4.

Lemma 9.2. Assume (*) and suppose κ < η is a strong cardinal. Suppose (Q,Λ) ∈ SD(η)

is such that Q ∈ Hκ, and suppose r ∈ W (η,Λ). Let g ⊆ Coll(ω,< κ) be generic. Then

Sη,Λr,g � AD+.

It then follows from Lemma 9.2 that every (Q,Λ) ∈ IS(η) is η-stable. We thus have

shown that clause 1 and clause 3 of ldmh(η) holds. Clause 4 follows from Corollary 7.7. It

remains to demonstrate that clause 2 holds. The following is a key lemma.

Lemma 9.3. Suppose (*) holds and let (P ,Σ) be a hod pair below η. Then there is a hod

pair (Q,Λ) ∈ IS(η) such that λQ is a successor ordinal and (P ,Σ) �η (Q(λQ−1),ΛQ(λQ−1)).

Proof. We only give an outline as the proof of our claims have appeared in [9] under the

additional assumption that Σ = ∅. Let ν0 < ν1 < ν < η be three A-reflecting strong car-

dinals such that P ∈ Hν0 , and let j : V → M witness that ν is η+-strong and A-reflecting.

Let h ⊆ Coll(ω,< j(ν)) be V -generic, and let j+ : V [hν ]→ M [h] be the lift of j. It follows

from Lemma 9.2 that letting N∗ = Sη,Σhν1 , N∗ � AD+. Let R = (M∞,F
Σ
hν1 ,od

,Σhν1 )N
∗

(see

Section 1.2 and 1.3 of [9] for a clarification of the direct limit construction). The proofs of

Lemma 4.4-4.6 of [9] can now be used to show that

(1) R ∈ V and in V , R has a (η, η)-strategy Ψ such that for some u ∈ V , Ψ is ODΣ,u
20

and u witnesses that (R,Ψ) is (η, η)-extendable and η-super fullness preserving. Moreover,

for any κ ∈ (ν1, η), Ψu,hκ has branch condensation in V [hκ]
21,22.

20Recall that u is essentially k � HV
ν+
1

where k : V → S witnesses that ν1 is η+-strong and A-reflecting.
21Having branch condensation at R rather than at an iterate is the reason behind choosing three strong

cardinals.
22To see that Ψ is η-super-fullness preserving we need to use the fact that (P,Σ) is η-stable. To see

it, fix a strong cardinal µ ∈ [ν, η). We have that j+(Ψ) is j+(Sη,Σhν )-super fullness preserving and is
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Fix then u as in (1). Because we are assuming that (*) fails, we have that in V [hν1 ],

N#,Ψ,u
ω exists and is η-iterable via an η-extendable strategy (see Lemma 7.6). It follows

that in V [hν ], letting N = L(Ψu,hν ,R), N � AD+ and Ψu,hν � HCV [hν ] is N -super fullness

preserving (here we use Lemma 5.2). It follows that D(N#,Ψ,u
ω ) � “Ψ is super fullness

preserving”.

Notice now that we have verified that (R,Ψ) satisfies the five clauses of Definition 4.4

as witnessed by u implying that (R,Ψ) is a Σ-hod pair below η (clause 4 of Definition 4.4

is satisfied trivially). We then have that (R,Ψ) ∈ IS(η). Applying Lemma 7.11 we get

(S,Φ) ∈ IS(η) such that (S,Φ) is a hod pair below η and in V [hη], Ψ ∈ L(Φhη ,R).

It then follows that in V [hη], Σhη ∈ L(Φhη ,R). This follows from the generic inter-

pretability result of Section 2.5 of [7]. Given a stack ~T on P , let W be a Ψu,hν -iterate of R
such that the iteration embedding π : R →W exists and ~T is generic for BWδW . Let Π be the

interpretation of the strategy coded by the strategy predicate of W onto W [~T ]. We then

have that ~T is according to Σhη if and only if W [~T ] � “~T is according to Π”. It is now easy

to see that Σhη is definable over L(Φhη ,R).

Next let N = N#,Ψ,Σ
ω . We have that D(N ) � Γ(P ,Σ) /W Γ(R,Ψ). It then follows

that if µ is a strong cardinal such that P ,R,S ∈ Hµ then in V [hµ], Ψhµ ∈ L(Φhµ ,R) and

L(Φhµ ,R) � Γ(P ,Σhµ) / Γ(S,Φhµ). It then follows that if (Q,Λ) ∈ IS(η) be such that

(S,Φ) �η (Q,Λ) and (P ,Σ) �η (Q,Λ) then for some α < λQ, Q(α) ∈ pI(P ,Σ). It is now

easy to see that (Q(α + 1),ΛQ(α+1)) is as desired.

To see that clause 2 of ldmh(η) holds fix (P ,Σ) ∈ IS(η). By successively applying

Lemma 9.3 we get a (Q,Λ) such that it is a short hod pair below η and for some α < λQ,

λQ = α+ω, Q(α) ∈ pI(P ,Σ) and Λ = ΣQ(α) (we use here that η is an inaccessible cardinal).

Relativizing Lemma 9.3 to (Q,Λ), we get (R,Φ) ∈ IS(η) such that (R,Φ) is a Λ-hod pair

below η such that λR = 0. Using Lemma 7.11 we get a hod pair (W ,Ψ) below η such that

D(N#,Ψ,Φ
ω ) � Φ ∈ L(Ψ,R). It then follows, just like at the end of the above proof, that

(W ,Ψ) is as desired.

Our discussion so far almost finishes the proof of clause 2 of ldmh(η). The only missing

part is that clause 2 is stated for relativized hod pairs. To see that the relativized version

of clause 2 also holds repeat the argument of the previous paragraph relativizing it to some

(Q,Λ) ∈ IS(η). Notice that doing so entails proving a relativized version of Lemma 9.3.

However, the argument for the relativized version is exactly the same as non relativized

correctly j+(Sη,Σhν )-guided. It follows from Corollary 5.3 that j+(Ψ) � HCV [hµ] is (Sj(η),Σhµ )M -super

fullness preserving and correctly (Sj(η),Σhµ )M -guided. Because µ is strong in M , it follows from Lemma 5.1

that Sη,Σhµ = (Sj(η),Σhµ )M . We then get that Ψu,hµ is (Sη,Σhµ )-super fullness preserving and is correctly

Sη,Σhµ -guided.
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version.

10 Embeddings with weak condensation

In this section we prove a useful application of Theorem 6.2. Suppose η is a measurable

cardinal which is a limit of strong cardinals and let j : V →M be an embedding witnessing

the measurability of η. In core model induction applications it is important to know that

embeddings such as j have a certain weak condensation property which is stated in Defi-

nition 10.2. This property of the embedding is used to show that the strategy that picks

j-realizable branches is fulness preserving. The idea behind this approach is originally due

to Woodin and goes back to [3]. The author generalized this property in [8] but the current

work is the first place where the details of the generalized notion appear.

Throughout this section, we assume ldmh(η). Let h ⊆ Coll(ω,< j(η)) be V -generic.

Recall that for an uncountable ν < η, we let hν = h ∩ Coll(ω,< ν). We can then extend j

to j+ : V [hη] → M [h]. Working in M , we let P∗ = M∗
η,j(η),∞. We also let Υ = Ση,j(η). It

follows from the discussion before Lemma 8.4 that in M , (P∗,Υ) is a short hod pair below

j(η). Let Ω = j+(Υhη) and also let

P =

V
j(η),Υ
ω (P∗) : no level of Vj(η),Υ(P∗) projects across o(P∗)

M : M is the least level of Vj(η),Υ(P∗) such that ρ(M) < o(P∗).

Lemma 10.1. Suppose in M [h], R ∈ HCM [h] is such that there is τ : R → j(P∗). Then

in M [h], there is (Q,Λ) ∈ IS(j(η)) such that τ [R|δR] ⊆ rng(πΛ
Q,∞,j(η)). Hence, (R|δR,Ψ) ∈

IS(j(η)) where Ψ is the τ -pullback of Ω.

Proof. We work in M [h]. For each α < λR, we let (Qα,Λα) ∈ F j(η) be such that

Mj(η),∞(Qα,Λα) = j(P∗)(τ(α)).

Because τ ∈ M [h], we can make sure that the sequence ((Qα,Λα) : α < λR) ∈ M [h].

Let (Q∗,Λ∗) be the result of simultaneously comparing all (Qα,Λα). We have that in M ,

(Q∗,Λ∗) is a short hod pair below j(η). Using Lemma 7.11 and clause 2 of ldmh(j(η)), we

can find (Q,Λ) ∈ IS(j(η)) which is a hod pair below j(η) and such that for all α < λQ
∗
,

there is β < λQ such that Q(β) ∈ pI(Q∗(α),Λ∗Q∗(α)) and ΛQ(β) = Λ∗Q(β). Because τ [R] is a

countable set in M [h] and j(η) = (ω1)M [h], we can find S ∈ pI(Q,Λ) such that τ [R|δR] ⊆
∪α<λSrng(π

ΛS(α)

S(α),∞,j(η)). Then (S,ΛS) is as desired.

We can now define what we mean by weak condensation. Below we use δP to denote

o(P∗).
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Definition 10.2 (Weak condensation). Suppose no level of P projects across δP and let

σ = j � P. We say j has weak condensation if whenever R ∈ HCM [h] is a hod premouse

such that there is τ : R → j(P) and π : P → R with the property that τ ∈ M [h] and

σ = τ ◦ π then letting, in M [h], Ψ = (τ -pullback of Ω), R = Vj(η),Ψ
ω (R|δR).

Notice that because of Lemma 10.1 it does make sense to say that R = Vj(η),Ψ
ω (R|δR).

Most proofs showing that j has weak condensation use the fact that j can be applied to

more sets then just P such as some kind of universal model. Below we give one argument for

showing that j has weak condensation. Our proof exploits the universal model idea. Other

ideas include thick hull constructions (for instance see [7]).

Theorem 10.3. Suppose no level of P projects across δP and |P|V < η+. Then j has weak

condensation.

Proof. To prove the theorem we first claim that if there is a counterexample then the

counterexamples can be found in HCM [k] where k = h ∩ Coll(ω, η). Given an embedding

τ : P → R we let δR = τ(δP).

Lemma 10.4. Suppose there is a hod pair R ∈ HCM [h] such that there is τ : R → j(P) and

π : P → R with the property that σ = π ◦ τ and letting, in M [h], Ψ = (τ -pullback of Ω),

R / Vj(η),Ψ
ω (R|δR). Then there is such a (τ,R) ∈M [k] with the property that R ∈ HCM [k].

Proof. We work in M [h]. Fix (τ ∗,R∗, π∗) which satisfies the hypothesis of the lemma. Let

Ψ∗ = (τ ∗-pullback of Ω) and M∗ E Vj(η),Ψ∗(R∗|δR∗) be least such that ρ(M∗) = δR
∗

but

M∗ 6E R∗. Let (S,Π) ∈ IS(j(η)) be a hod pair below j(η) such that

1. M∗ has an iteration strategy in L(Πh,R) and

2. τ ∗[R∗|δR∗ ] ⊆ rng(πΠ
S,∞,j(η)).

Let φ∗ : R∗|δR∗ → S be given by φ∗(x) = y if τ ∗(x) = πΠ
S,∞,j(η)(y). We then have that

Ψ∗ = (φ∗-pullback of Πh
S|δS ). The existence of (S,Π) follows from Lemma 10.1 and the

definition of D(j(η), h).

Let now (τ̇, Ṙ, π̇,Ṁ, φ̇) ∈ M [k] be names for (τ ∗,R∗, π∗,M∗, φ∗), and let ζ = (j(η)+)M .

Let in M [k], l : N [k] → H
M [k]
ζ be countable such that (τ̇, Ṙ, π̇,Ṁ, φ̇, (S,Πk)) ∈ rng(l)

and N ∈ M . Let η̄ = l−1(j(η)), and let m ⊆ Coll(ω,< η̄) be generic over N [k] such

that m ∈ M [k]. We let P = N [k][m], τ̄ = (l−1(τ̇))m, R = (l−1(Ṙ))m, π = (l−1(π̇))m,

M = (l−1(Ṁ))m and φ = (l−1(φ̇))m. Let P̄ = l−1(j(P)) and let Ῡ = l−1(j(Υ)). Let, in P ,

Ψ̄ = (τ -pullback of Ῡk∗m).

Let now τ = (l � P̄) ◦ τ̄ and in M [h], Ψ = (τ -pullback of Ωj(P)). To finish the proof it

is enough to show that (τ,R, π,M) is such that (i) σ = τ ◦ π, (ii) M is a Ψ-mouse with an
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iteration strategy in D(j(η), h) and (iii) M 6E R. It is clear that (i) and (iii) follow from

elementarity of l. It is then enough to show that (ii) holds. Suppose first that Ψ � HCP = Ψ̄.

Using this we show that

Claim 1. M has an iteration strategy in D(j(η), h).

Proof. We have that P � “M is a Ψ̄-mouse”. Let (S̄, Π̄) = l−1(S,Π) and let in N , W =

N#,Π̄
ω . It then follows from elementarity of l that in P , M has an iteration strategy in

L(Π̄k∗m,R) (as a Ψ̄-mouse). Fix x ∈ RP such that in (L(Π̄k∗m,R))P , Ψ̄ is ordinal definable

from x and Π̄k∗m. Let then U ∈ N be a tree on W according to Π̄ with last model W∗ such

that πU exists, U is below the first Woodin cardinal of W and (M, x, φ) is generic over W∗

for the extender algebra associated to the first Woodin cardinal of W∗ (such a tree can be

constructed via generic genericity iterations). It then follows that D(W∗[M, x, φ]) � “M
is a Ψ̄-mouse and Ψ̄ = (φ-pullback of Π̄)”. Let Φ = ((l � S̄)-pullback of Π). Because

l(W∗) is j(η)-iterable as a Π-mouse, we have that W∗ is j(η)-iterable as a Φ-mouse. It

then follows that in M [h], L(Φh,R) � “M is ω1-iterable as a Ψ∗-mouse where Ψ∗ = (φ-

pullback of Φh)”. Let i = (πΠ̄
S̄,∞,η̄,m � (S̄ � δS̄))P . Notice now that Ψ∗ = (l � (S̄ � δS̄) ◦ φ-

pullback of Πh). It then follows that Ψ∗ = ((l(i) ◦ (l � (S̄ � δS̄)) ◦ φ)-pullback of Ω). But

(l(i) ◦ (l � (S̄ � δS̄)) ◦ φ) = τ � R|δR, implying that Ψ∗ = Ψ. Therefore, L(Φh,R) � “M is

ω1-iterable as a Ψ-mouse”. The claim now follows because Φh ∈ L(Πh,R).

It follows from the claim that (ii) would follow if we show that Ψ � HCP = Ψ̄. Clearly

the equality holds provided we show that, letting Γ = (Ῡk∗m)P , ∆ = (l-pullback of Ω) and

Q = (Hω2)P

Claim 2. Γ = ∆ � Q.

Proof. We need to show that for every α < λP̄ , ΓP̄(α) = ∆P̄(α) � Q. We do this by induction.

Notice that we have that Γ and ∆ � Q agree on iterations that are in N (because both have

hull condensation and l is elementary).

Suppose we have shown that for every β < α, ΓP̄(β) = ∆P̄(β) � Q. Suppose first that α is

a limit. It is enough to show that

(1) if ~T ∈ Q is a stack on P̄(α) according to both Γ and ∆ � Q with last model S such

that π
~T exists, and β + 1 < λS is such that ΓS(β) = ∆S(β) � Q then ΓS(β+1) = ∆S(β+1) � Q.

That (1) finishes the proof of the claim in the case α is limit follows from the fact that

(1) implies that there cannot be minimal disagreements between Γ and ∆ � Q. The proof of
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(1) is very much like the proof of the claim in the case α is a successor. As the proof of (1)

is notationally harder, we give its proof and omit the proof of the claim in the case α is a

successor.

To prove (1), fix a stack ~T ∈ Q on P̄(α) according to both Γ and ∆ � Q with last model

S. Let β + 1 < λS be such that ΓS(β) = ∆S(β) � Q. It follows from Theorem 6.2 that we

can find ~U ∈ N on P̄(α) with last model Q such that there is i : S → Q with the property

that i ∈ N [k] and π
~U = i ◦ π ~T (we just have to apply Theorem 6.2 in the ultrapower of N

by the transitive collapse of the ultrafilter generating j). Since ~U ∈ N , it follows that ~U is

according to both Γ and ∆ � Q. Notice that ΓS(β+1) and ∆S(β+1) are i-pullbacks of ΓQ(i(β+1))

and ∆Q(i(β+1)). It then follows that to prove (1) its enough to prove that

(2) if ~U ∈ N is a stack on P̄(α) according to both Γ and ∆ � Q with last model Q and

β + 1 < λQ is such that ΓQ(β) = ∆Q(β) � Q then ΓQ(β+1) = ∆Q(β+1) � Q23.

Let then ~U and β be as in (2). It follows from Theorem 6.2 that to prove that ΓQ(β+1) =

∆Q(β+1) � Q its enough to prove that

(3) if ~W ∈ Q is a stack on Q(β + 1) according to both Γ and ∆ with a last model R
such that π

~W exists then the fragment of ΓR and ∆R � Q that act on stacks that are above

π
~W(δQβ ) are the same.

Using Theorem 6.2 one more time (coupled with a Skolem hull argument, see the footnote

in (2)), we can reduce (3) to

(4) if ~W ∈ N is a stack on Q(β + 1) according to both ΓQ(β+1) and ∆Q(β+1) � Q with a

last model R such that π
~W exists then the fragment of ΓR and ∆R � Q that act on stacks

that are above π
~W(δQβ ) are the same.

Using Theorem 6.2 one last time we can reduce (4) to

(5) ΓQ(β+1) and ∆Q(β+1) � Q agree on normal trees that are above δQβ .

The reduction of (4) to (5) will change Q to some Q′ but without loss of generality we

23We warn the reader that the Q here isn’t obtained the same way as the Q of the previous paragraph.
The Q of (2) is obtained via a Skolem hull of size (η̄+)N and it is the transitive collapse of the Q in the
previous paragraph. We need such a Skolem hull argument because Theorem 6.2 doesn’t say anything about
the size of Q.
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can assume that Q = Q′. Fix then a tree U ∈ Q on Q which is according to both ΓQ(β+1)

and ∆Q(β+1) � Q and has a limit length. Let b = ΓQ(β+1)(U). Suppose then MU
b � “δ(U) is

Woodin”. It then follows from Theorem 6.2 that there is U∗ ∈ N ∩ Q on Q(β + 1) with a

last model N which is according to ΓQ and there is i : MU
b → N such that πU

∗
= i ◦ πUb .

Because ΓQ(β+1) and ∆Q(β+1) � Q agree on stacks in N and because they both have branch

condensation24, we have that b is according to ∆Q � Q.

Suppose thenQ(b,U) exists. LetQ+ = Q(β+ω). The argument that shows ∆Q(β+1)(U) =

b is very similar when U has a fatal drop and when it doesn’t. The proof when U doesn’t

have a fatal drop is notationally less demanding and we present it leaving the other one to

the reader. Thus, we assume U has no fatal drops. It follows from the proof of Theorem 6.2

that there is a tree U∗ ∈ N on Q+ with a last model N which is according to ΓQ+ such that

πU exists, U∗ is based on Q(β + 1), is above δQβ and U is generic over the extender algebra

BN
δNβ+1

. Let τ = πU(τ
Q(β+1)
UQ(β),ΓQ(β)

) (recall the set U from Section 2). We then have that

(6) D(N ) � “Q(b,U) is a sound ω1-iterable ΓQ(β)-mouse over M(U)”

Working in M [h], fix some M -strong cardinal κ ∈ (η, j(η)). Let C be the derived model

of N as computed in M [hκ] by ∆N � HCM [hκ] using genericity iterations above δNβ+1. Then

it follows from (6) and the fact that ΓQ(β) = ∆Q(β) � Q that

(7) C � “Q(b,U) is a sound ω1-iterable ∆Q(β)-premouse over M(U)”.

Notice that it follows from Theorem 2.3 that ∆ � HCV [hκ] is C-super fullness preserving.

Let now c = ∆Q(β+1)(U). It then follows from (7) that if Q(c,U) exists then b = c. Because

∆ � HCV [hκ] is C-super fullness preserving, it follows from (7) that Q(c,U) exists. This

finishes the proof of the claim.

As we me mentioned above, Claim 2 finishes the proof of the lemma.

Towards a contradiction, assume that the conclusion of the theorem is false. Unless

otherwise specified, we work in M [h]. It follows from Lemma 10.4 that we can find a

counterexample (τ,R) ∈ M [k] such that R ∈ HCM [k]. We let in M [h], Ψ = (τ -pullback

of Ω). Because τ ∈ M [h], it follows from Lemma 10.1 that we can fix (S∗,Λ∗) ∈ IS(j(η))

such that τ [R|δR] ⊆ rng(πΛ∗

S∗,j(η),∞). Let then ξ ≤ λS
∗

be the least such that τ [R|δR] ⊆
rng(πΛ∗

S∗(ξ),∞). Let (S,Λ) ∈ F j(η) be such that λS is a limit ordinal and for some γ < λS ,

24It follows from Theorem 2.3 that ∆Q(β+1) has branch condensation.
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S(γ) ∈ pI(S∗(ξ),Λ∗) and ΛS(γ) = (Λ∗)S(γ) (the existence of such a pair follows from clause 2

of ldmh(η)).

Let then σ : R|δR → S|δSγ be given by σ(x) = y if and only if τ(x) = πΛ
S(γ),∞,j(η)(y). It

follows that Ψ = (σ-pullback of ⊕β<γΛh
S(β)). Next, we let M E Vj(η),Ψ(R|δR) be least such

that ρ(M) = δR but M 6E R. We can then fix (S ′,Λ′) ∈ F j(η) such that L((Λ′)h,R) � “M
is a Ψ-mouse”. The fact that we can find such a pair inside F j(η) follows from Lemma 7.11.

Without loss of generality, using comparison, we can assume that S = S ′ and Λ = Λ′.

Claim. There is (Q,Φ) ∈ F j(η)
P,Υ such thatQ ∈M , λQ is a limit ordinal and L(Γ(Q,Φh),R) �

“M is a Ψ-mouse”.

Proof. Let µ ∈ [µS,Λ, η) be a strong cardinal such that L(Λhµ ,RM [hµ]) � “M is a Ψ �

HCM [hµ]-mouse”. Using Theorem 2.2, we can find (Q∗,Φ∗) ∈ L(Λhµ ,RM [hµ]) such that in

M [hµ],

1. (Q∗,Φ∗) is a Υhµ-hod pair such that λQ
∗

is a limit ordinal,

2. Γ(S,Λhµ) = Γ(Q∗,Φ∗),

3. (this follows from clause 2) L(Γ(Q∗,Φ∗),R) � “M is a Ψ � HCM [hµ]-mouse”.

We can then find the desired (Q,Φ) using the proof of Lemma 7.11 (one just needs to

relativize that proof to (P ,Υ)).

Fix then (Q,Φ) as in the claim. Because we have that j(η) is closed under hybrid Nω-

operators, we have that in M [k], N#,Ψ,Φk

ω (M) exists and has a j(η)-extendable iteration

strategy. Let N = N#,Ψ,Φk

ω (M). We now have that the following holds:

(1) D(N ) � “L(Γ(Q,Φk),R) � “M is a Ψ-mouse such that M 6E R”.

Working in M [k], let l : N [k] → (Hj(η)+)M [k] be such that N [k] is countable, N ∈
M , π,R,M ∈ N [k], l is the identity on (R,M), and (τ,Q,Φ,Ψ,N ) ∈ rng(l). Let

(τ̄, Q̄, Φ̄, Ψ̄, N̄ ) = l−1(τ,Q,Φ,Ψ,N ). Notice that we have that Ψ̄ = Ψ � N [k]. It follows

from (1) that

(2) D(N̄ ) � “L(Γ(Q̄, Φ̄),R) � “M is a Ψ̄-mouse such that M 6E R”.

Because l : N̄ → N it follows that if Γ ∈ M [h] is the strategy of N and Π = (l-pulback

of Γ) then letting C be the derived model (in M [h]) as computed by Π
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(3) C � “L(Γ(Q̄, Φ̄h),R) � “M is a Ψ-mouse such that M 6E R”.

Notice that because Q̄ ∈ N , j(Q̄) makes sense25. Let now E be the (δP , δR)-extender

derived from π. Let R+ = Ult(Q̄, E) and let π+ : Q̄ → R+ be the ultrapower map. Let also

σ+ = j � Q̄ and define τ+ : R+ → j(Q̄) by τ+(π+(f)(a)) = σ+(f)(τ(a))) where f ∈ Q̄ and

a ∈ [δR]<ω. It is easy to check that σ+ = τ+ ◦ π+ and that σ+, π+ and τ+ extend σ, π and

τ respectively.

Let Φ∗ = j+(Φ̄hη). We then have that Φ̄h = (σ+-pullback of Φ∗). Let Φ∗∗ = (τ+-pullback

of Φ∗). It then again follows that Φ̄h = (π+-pullback of Φ∗∗). The later equality implies if

D is the derived model of R+ as computed by Φ∗∗ in M [h] then

(4) C ⊆ D.

It then follows from (3) and (4) that L(Γ(R+,Φ∗∗),R) � “M is a Ψ-mouse such that

M 6E R”. Because R+ is a Ψ-mouse over R|δR, it follows that D(R+) � “M is a Ψ-

mouse such that M 6E R”. This then implies that M ∈ R+ implying that M E R,

contradiction.

11 The limit derived model hypothesis and covering

with lower parts

In this section our goal is to show that the derived model hypothesis implies covering with

lower parts provided there is no transitive inner model containing the reals and satisfying

ADR + “Θ is regular”. More precisely, we prove the following theorem.

Theorem 11.1. Suppose η is a measurable limit of strong cardinals such that ldmh(η) holds.

Assume that there is no transitive inner model containing the reals and ordinals and satisfying

ADR + “Θ is regular”. Then covering with lower parts holds at η.

We spend the rest of this section proving the theorem. Throughout this section we as-

sume that

(*) Covering with lower parts fails at η and ¬#Θ−reg(η).

Our goal is of course to show that (*) is inconsistent. Let j : V → M be an embedding

witnessing that η is a measurable. Fix a V -generic h ⊆ Coll(ω,< j(η)). We can then extend

25This is what we meant by “j applies to a universal model”.
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j to j+ : V [hη] → M [h]. Working in M [h], we let P∗ = M∗
η,j(η),∞. We also let Σ = Ση,j(η).

Notice that in M [h], (P∗,Σ) is a short hod pair below j(η). Let

P =

V
j(η),Σ
ω (P∗) : no level of Vj(η),Σ(P∗) projects across δP

∗

M : M is the least level of Vj(η),Σ(P∗) such that ρ(M) < δP
∗
.

Our main lemma is the following whose proof will take the entire section.

Lemma 11.2. Assume (*). There is a hod pair (Q,Λ) below η such that λQ is a limit ordinal

and Q � “δQ is a regular cardinal”.

Because of Lemma 1.2, the lemma immediately gives a contradiction. We spend the rest

of this section proving Lemma 11.2. Our first lemma shows that P has a small size.

Lemma 11.3. |P|V = η.

Proof. This follows from the failure of covering with lower parts at η. We have that P E
LpΣ

ω(P∗). Since (*) holds we get that P ∈ Hη+ .

Our goal now is to describe, in M [h], a strategy Λ for P which extends Σh. Later we will

show that P = Vη,Σω (P∗). It then will follow from our construction and from Theorem 10.3

that in M [h], Λ is ω1-fulness preserving. The crucial fact that we will explore is that because

of Lemma 11.3, letting σ = j � P , σ ∈ M . The idea behind the construction of Λ goes

back to [8]. We give the construction below. Notice that describing an iteration strategy is

tantamount to specifying when a given iteration is according to the strategy.

Definition 11.4 (j-realizable iterations). Suppose ~T ∈ HCM [h] is a stack on P. Working

in M [h], we say ~T is j-realizable if there is a sequence (σR : R ∈ tn(~T )) and a sequence

(νR, γR : R ∈ tn(~T )) such that

1. σP = σ, for all terminal nodes R of ~T , σR : R → j(P) and whenever R ≺~T ,s Q,

σR = σQ ◦ π ~TR,Q.

2. For every non-trivial terminal node R of ~T , νR < j(η) is the least M-strong cardinal

κ such that for some γ < λMκ,j(η),∞, letting SR =Mκ,j(η),∞(γ) and ΛR = Σκ,j(η),γ, we

have that σR[R(ξ
~T ,R + 1)] ⊆ rng(π

ΛhR
SR,∞,j(η)). The least such γ is γR.

3. For every non-trivial terminal node R, letting (SR,ΛR) be as above and letting kR :

R(ξ
~T ,R + 1) → SR be given by kR(x) = y if and only if kR(x) = π

ΛhR
SR,∞,j(η)(y), kR ~T R

is according to Λh
R.
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4. Suppose R is a non-trivial terminal node of ~T . Let S∗R be the last model of kR ~T R. Sup-

pose ~T R has a last model QR and that π
~T R is defined. It then follows that QR ∈ tn(~T )

and R ≺~T ,s QR. Let k∗R : QR → S∗R come from the copying construction. Then for all

x ∈ QR, σQR(x) = σR(f)(π
ΛhR
S∗R,∞,j(η)(k

∗
R(a)) where f ∈ R and a ∈ [QR(π

~T
R,QR(ξ

~T ,R) +

1)]<ω are such that x = π
~T
R,QR(f)(a).

5. Suppose R is a trivial terminal node of ~T . Then for every ξ < λR, there is an M-

strong cardinal ν < j(η) and ξ < λMν,j(η),∞ such that letting S = Mν,j(η),∞(ξ + 1),

σR[R(ξ + 1)] ⊆ rng(π
Σν,j(η),ξ+1

S,∞,j(η) ).

We say that (σ
~T
R : R ∈ tn(~T )) are the j-realizable embeddings of ~T and (ν

~T
R, γ

~T
R : R ∈ tn(~T ))

are the j-realizable pairs of ~T .

Definition 11.5 (The definition of dom(Λ)). Suppose ~T ∈ HCM [h] is a stack on P such that

either there is a strongly linear closed and cofinal set C ⊆ tn(~T ) or ~T S~T is of limit length.

Working in M [h], we let ~T ∈ dom(Λ) if ~T is j-realizable. We let Λ(~T ) = b if ~T
_
{M~T

b } is

j-realizable.

To show that Λ is an iteration strategy we need to show that

Lemma 11.6. Whenever ~T ∈ dom(Λ), Λ(~T ) is defined.

Proof. Suppose first that there is a strongly linear closed and cofinal set C ⊆ tn(~T ). In this

case, ~T has a unique branch b = bC . It is then enough to show that ~T
_
{M~T

b } is j-realizable.

Notice that there are no drops along b. We let Q =M~T
b and define σQ : Q → j(P) by letting

σ
~T
Q(x) = y if and only if whenever R ∈ C is such that there is x̄ ∈ R with the property that

π
~T
R,Q(x̄) = x then σ

~T
R(x̄) = y. Because σ

~T
R ∈M [h], it is easy to see that Lemma 10.1 implies

that clause 5 of Definition 11.4 is satisfied.

Suppose then there is no strongly linear closed and cofinal set C ⊆ tn(~T ). It follows that

the branch we are looking for is a branch for ~T S~T . Let R = S~T and T = ~T S~T . We have

that σ
~T
R and (ν

~T
R, γ

~T
R) are defined. Let then b = Λh

R(k
~T
RT ). If M~T

b is not a terminal node of
~T
_
{M~T

b } then we are done. Suppose then that M~T
b is a terminal node of ~T

_
{M~T

b }. Let

Q =M~T
b , S∗ =Mk

~T
RT
b and let k : Q → S∗ come from the copying construction. We need to

show that clauses 1-5 of Definition 11.4 hold for ~T
_
{Q}.

We let σQ = π
ΛhR
S∗,∞,j(η) ◦ k ∈ M [h]. Notice now that clauses 1 and 4 are satisfied with

our definition of σQ while clauses 2 and 3 are vacuous for Q as Q is a trivial terminal node.

It remains to show that clause 5 of Definition 11.4 is satisfied. Fix then ξ < λQ. Let

(W ,Ψ) ∈ F j(η) be such that Mj(η),∞(W ,Ψ) = j(P)(σQ(ξ)). Because σQ[Q(ξ + 1)] ∈ M [h],

we can find S ∈ pI(W ,Ψ) such that σQ[Q(ξ + 1)] ⊆ rng(πΨS
S,∞,j(η)). Let now κ < j(η) be
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such that S ∈ HM
κ and let Φ = ΨS . Let ν = µS,Φ (µS,Φ was defined after Definition 4.8).

Then clearly ν witnesses clause 5 of Definition 11.4.

Next we show that

Lemma 11.7. P � “cf(δP) is measurable” or J1(P) � “cf(δP) is measurable”.

Proof. We first show that cf(δP) = η. Assume not and let κ < η be the cofinality of δP in V .

Let f : κ→ λP be an increasing cofinal function. We can then fix (Qα,Φα : α < κ) ⊆ Fη such

that for α < κ, P(f(α)) =Mη,∞(Qα,Φα). We can then using the regularity of η, comparison,

clause 2 of ldmh(η) and Lemma 7.11, find a hod pair (Q,Φ) below η such that for all α < κ,

(Qα,Φα) ≺η (Q,Φ). It then follows that for every α < κ, P(f(α)) /hodMη,∞(Q,Φ) /hod P .

Since P = ∪α<κP(f(α)), we get a contradiction.

Suppose then neither cfP(δP) nor cfJ1(P)(δP) is measurable. It then follows that δP is

regular both in P and in J1(P). To see this assume not and let κ = cfP(δP). Let (Q,Λ) ∈ Fη

be such that πΛ
Q,∞,η(κ

∗) = κ for some κ∗ ∈ Q. If now κ∗ isn’t measurable in Q then πΛ
Q,∞,η[κ

∗]

is cofinal in κ. It then follows that cf(κ) < η implying that cf(λP) < η. We then must have

that κ is a measurable cardinal.

Notice that we must have that ρ(P) < δP (otherwise it is not hard to see that j(P) is a

Σh-iterate of P). We now work in M [h]. We can fix (S,Φ) ∈ F j(η) such that Σh ∈ L(Φh,R)

and L(Φh,R) � “P E LpΣh(P|δP)” (this follows from Lemma 7.11). We then have that in

L(Φh,R), Σh is a fullness preserving iteration strategy (see Corollary 5.5). It follows that in

L(Φh,R) for some α, M∞(P ,Σ) ⊆ HOD and that M∞(P ,Σ)|δM∞(P,Σ) = V HOD
θα

. However,

ρ(M∞(P ,Σ)) < δM∞(P,Σ).

Lemma 11.8. ρ(P) ≥ δP .

Proof. Suppose not. Then we have that ρ(P) < δP . Let ξ = λP , κ = cfP(δP) and let µ be

the normal Mitchell order 0 measure on κ on the P-sequence. Let R = Ultn(P , µ) where n

is the largest such that ρn(P) > δP . We then have that ρ(R) < δRξ and R is δRξ -sound. Let

Ω = ⊕α<ξΣR(α). Given (~T ,S) ∈ I(R,ΛR), we let, in M [h], ΦS,
~T = (π

~T -pullback of ΛS,~T )

and Γ~T ,S = Γ(R,ΦS,~T ).

Claim 1. For any two (~T 0,S0), (~T 1,S1) ∈ I(R,ΛR), either Γ~T 0,S0
≤W Γ~T 1,S1

or Γ~T 1,S1
≤W

Γ~T 0,S0
.

Proof. Notice that it is enough to show that whenever i = 0, 1, (~U i,Wi) ∈ B(R,ΦSi,~T i) then

in M [h], letting for i ∈ 2, Φi = (ΦSi,
~T i)Wi

, N#,Φ0,Φ1
ω exists and is ω1-iterable. Fix then such

(~U i,Wi) for i = 0, 1 and let Φi be as above. Notice that by the definition of Λ and ΦS,
~T ,
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for i = 0, 1, (Wi,Φi) ∈ D(j(η), h) (see Lemma 10.1). We can now apply clause 3 of ldmh(η)

and Lemma 4.11.

It follows from the claim that there is (~T ,S) ∈ I(R,ΛR) such that, in M [h], Γ~T ,S is

minimal in the Wadge order. Fix then such a (~T ,S) and let Φ = ΦS,
~T . Notice that it follows

from the copying construction that for any (~U ,Q) ∈ I(R,Φ) there is ( ~W ,S∗) ∈ I(R,ΛR)

such that (π
~U -pullback of ΦQ, ~U) = ΦS

∗, ~W . It then follows from the minimality of Γ(R,Φ)

that for any (~U ,Q) ∈ I(R,Φ), Γ(Q,ΦQ, ~U) = Γ(R,Φ) (this is because we already have that

Γ(Q,ΦQ, ~U) ≤W Γ(R,Φ)). It now follows from Theorem 2.3 that, in M [h], Φ is Γ(R,Φ)-

fullness preserving. Next we show that R isn’t full.

Claim 2. Suppose (~T ,S) ∈ I(R(ξ),Ω). Then S 6= V
j(η),ΩS|δS
ω (S|δS).

Proof. Towards a contradiction, suppose not. Let S∗ be such that (~T ,S∗) ∈ I(R,Λ). We can

view S∗ as an ΩS-hod premouse. Let Φ∗ be the fragment of ΛS∗,~T which acts on stacks above

δS and let in M [h], Γ = Γ(S∗,Φ∗). Notice that iterations according to Φ∗ are continuous at

δS
∗

(this is because cfS
∗
(δS

∗
) < δS). It then follows from Theorem 2.3 that Φ∗ has branch

condensation and is Γ fullness preserving.

Let now in M [h], N = L(Φ∗,R). Notice that it follows from Lemma 10.1 that Φ∗ ∈
D(j(η), h). It then follows from Lemma 4.11 that N � AD+. We then have that in N ,

Φ∗ is Γ-fullness preserving and S is the unique sound ΩS|δS -hod premouse M over S|δS

such that ρ(M) < δS and M has an iteration strategy Ψ with branch condensation such

that Γ(M,Ψ) = Γ. Thus, in N , S is ordinal definable from S|δS and ΩS|δS . But we have

that (LpΩS|δS (S|δS))N E V
j(η),ΩS|δS
ω (S|δS). It follows from strong mouse capturing applied

in N and our assumption that S is full (i.e., S = V
j(η),ΩS|δS
ω (S|δS)), that S ∈ S. This is a

contradiction!

Now, using Theorem 2.4 we can find (~U ,Q) ∈ I(R,Φ) such that ΦQ, ~U has branch con-

densation. Let in M [h], N = L(ΦQ, ~U ,R), Γ = Γ(R(ξ),Ω) and Γ+ = Γ(Q,ΦQ, ~U). We

then have that N � AD+ (see Lemma 10.1). Because in M , (P∗,Σ) is a short hod pair

below j(η), we have that Γ is a Solovay pointclass of N , i.e., there is some α such that

Γ = {A ⊆ R : w(A) < θNα }. Because ρ(Q) < δQ
π~U (ξ)

, we get a contradiction as follows.

Let, in N , (W ,Ψ) be a hod pair such that Γ(W ,Ψ) = Γ+. It then follows that in N ,

ρ(M∞(W ,Ψ)) < θNα . But by Theorem 2.2, N � V HODN

θα
=M∞(W ,Ψ)|θα. This is a contra-

diction.

It follows from Lemma 11.8 and Theorem 10.3 that j has weak condensation. This

implies that in M [h], Λ is D(j(η), h)-fullness preserving. We now would like to get a set of
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M -inaccessible cardinals ν < j(η) such that letting R∗ =M∗
ν,j(η),∞, Rν = V

ν,Σh
ν,j(η)

ω (R∗) and

Yν = ∪α<λRνπ
Σα,ν,j(η)

Rν(α),∞,j(η)[R(α)], Rν = Hull
j(P)
1 (Yν ∪ σ[P ]). We say ν is good if it has the

above properties. If ν is good we let σν : Rν → j(P) be the uncollapse map and πν = σ−1
ν ◦σ.

Lemma 11.9. Work in M [h]. Suppose X ⊆ j(P) is a countable set. Then there is a good

ν such that X ⊆ σν [Rν ].

Proof. The lemma follows by taking an ultrapower of M . Indeed, let U be the ultrafilter on

η such that M = Ult(V, U). Let N = Ult(M, j(U)) and let i : M → N . Let k ⊆ Coll(ω,<

i(j(η))) be a V -generic such that h = k ∩ Coll(ω,< j(η)). We then have that i lifts to

i+ : M [h] → N [k]. Notice then we have that i(X) = i[X]. Its then not hard to see that in

N , j(η) is as desired.

Notice that η is good, P = Rη and σ = ση. Fix now a good ν and let Σν = Σν,j(η). Just

like we defined Λ for P we can define Λν for Rν . It is defined using the definition of Λ with

(P , σ,Σ) changed to (Rν , σν ,Σν). It then follows from Lemma 11.8 and Lemma 10.3 that

Λν is D(j(η), h)-fullness preserving.

Let now µ < j(η) be good. We can then apply Theorem 2.3 and Theorem 2.4 to conclude

that some tail of Λν has branch condensation, i.e, for some (~T ,S) ∈ I(Rµ,Λµ), (Λµ)S,~T has

branch condensation. Fix such a ~T and let Φ = (Λµ)S,~T . Fix then an M -strong cardinal ν

such that S ∈ HCM [hν ]. Let in M [hν ], Q = M∞(S,Φ � HCM [hν ]). Let Π = ΦQ � HM
j(η).

We then have that (Q,Π) ∈ M . Let s be the j(η)-extendability witness we get for Π using

Theorem 6.2 (the theorem applies because Φ is D(j(η), h)-super fullness preserving and is

correctly D(j(η), h)-guided, see Remark 6.3). We have that Πs,h = Φ.

Lemma 11.10. In M , (Q,Π) is a hod pair below j(η) as witnessed by s.

Proof. Work in M . We need to show that s witnesses that

1. (Q,Π) ∈ SD(j(η)),

2. N#,Π,s
ω exists and is j(η)-iterable via a j(η)-extendable strategy,

3. Π has branch condensation below j(η),

4. D(NΠ
ω ) � “Π is super fullness preserving”.

5. for every Q ∈ pB(P ,Π), ΠQ is j(η)-stable,

6. Π is j(η)-super fullness preserving.
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Clause 2 follows from the fact that j(η) is closed under hybrid Nω-operators. Clause 1 then

follows from clause 2 and the generic interpretability results of [7] (see Theorem 2.5.10 of

[7]). Clause 3 is a consequence of the fact that Πs,h = Φ and Φ has branch condensation in

M [h]. Clause 4 follows because Φ is D(η, h)-super fullness preserving. Clause 5 follows from

the fact that Proj(j(η)) holds.

It remains to show that Π is j(η)-super fullness preserving as witnessed by s. Fix then

R ∈ pI(Q,Π) and let ξ < λR. Organizing the proof as an induction, we can assume that

clause 6 holds for all ζ < ξ. Hence, we have that (R(ξ),ΠR(ξ)) is a hod pair below j(η).

Fix an M -strong cardinal ν < j(η) such that R ∈ HM
ν . We need to see that Πs,hν

R(ξ+1) is

Sj(η),Πs,hνR(ξ)-super fullness preserving and is correctly Sj(η),Πs,hνR(ξ)-guided. Notice that because

for every α < λP , D(P(α+ω)) � “ΣP(α) is super-fullness preserving and is correctly guided”

we have that in M [hν ], Πs,hν
R(ξ+1) � HC is Γ(R(ξ+ω),Πs,hν

R(ξ+ω))-super fullness preserving and is

correctly Γ(R(ξ+ω),Πs,hν
R(ξ+ω))-guided. Let then in M [hν ], N = (LpΠs,hνR(ξ)(R))Γ(R(ξ+ω),Πs,hνR(ξ+ω)

).

It follows from Lemma 5.1 that N E Sj(η),Πs,hνR(ξ) .

It is then enough to show that N = Sj(η),Πs,hνR(ξ) . Suppose not. Fix now (Bi : i <

ω) ⊆ (B[R(ξ),Πs,hν
R(ξ)])

Γ(R(ξ+ω),Πs,hνR(ξ+ω)
) that guide Πs,hν

R(ξ+1) � HC
V [hν ]. We then have that

(Bi : i < ω) ⊆ Sj(η),Πs,hνR(ξ) . Because N / Sj(η),Πs,hνR(ξ) , it follows that (Bi : i < ω) ∈ Sj(η),Πs,hνR(ξ) .

It then follows that Πs,hν
R(ξ+1) ∈ S

j(η),Πs,hνR(ξ) . Since Πh is D(j(η), h)-fullness preserving, we have

that for some a ∈ HCV [hν ],

Vj(η),Πs,hνR(ξ)(a) / (LpΠs,hνR(ξ)(a))S
j(η),Π

s,hν
R(ξ)

.

Let W E (LpΠs,hνR(ξ)(a))S
j(η),Π

s,hν
R(ξ)

be such that ρ(W) = a and W 6E Vj(η),Πs,hνR(ξ)(a). Let

Φ ∈ Sj(η),Πs,hνR(ξ) be the strategy of W . Using the second clause of ldmh(j(η)) in M [h], we can

fix a hod pair (R∗,Ω) below j(η) such that for some γ < λR
∗
, R∗(γ) ∈ pI(R(ξ),ΠR(ξ)) and

ΩR∗(γ) = ΠR∗(γ). Let µ < j(η) be an M -strong cardinal such that R∗,R ∈ HM
µ . It then

follows that

(1) in M [hµ], Φhµ ∈ L(Ωhµ ,R) (see Lemma 4.5).

It then follows that in fact W E Vj(η),Πs,hνR(ξ)(a), contradiction.

It follows from the lemma and clause 2 of ldmh(j(η)) that

Corollary 11.11. Mj(η),∞(Q,Π) /hod j(P).

We then let Mµ = Mj(η),∞(Q,Π). Because Q is a Λµ iterate of P and Πh is the

corresponding tail, it follows from the definition of Λµ that we have mµ :Mµ → j(P) such
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that

σµ = mµ ◦ σΠ
Q,∞,j(η) ◦ πΦ

S,∞,ν,j(η) ◦ π
~T .

Indeed, given x ∈ Mj(η),∞(Q,Π) let R ∈ pI(Q,Πh) be such that πΠ
R,∞,j(η)(y) = x for some

y ∈ R. Let σR : R → j(P) be given by the construction of Λµ. Then set mµ(x) =def σR(y).

Its not hard to show, using the construction of Λµ, that mµ is as desired. The following

lemma is also easy.

Lemma 11.12. cp(mµ) > supσµ[δRµ ].

Proof. The claim follows immediately because whenever S ∈ pI(Rµ,Λµ), i : Rµ → S is the

iteration embedding and σS : S → j(P) is the realizability map given by the construction of

Λµ then for all α < λRµ , σS � S(i(α)) = π
Σµ,j(η)

S(i(α)),∞,j(η).

We now want to prove that P � “δP is regular”. To do this we will show that j has

condensation, which naturally is a stronger property than weak condensation.

11.1 Embeddings with condensation

We continue with the set up of the previous section. We start with an easy lemma.

Lemma 11.13. Suppose ν is good and A ∈ Rν ∩ P(δRν ). Then for every formula φ and

s ∈ [δRν ]<ω,

Rν � φ[s, A] ⇐⇒ j(P) � φ[πΣν
Rν(α),∞,j(η)(s), σν(A)]

where α < λR is such s ∈ [δRνα ]<ω.

Proof. The proof is an easy consequence of the fact that σν � (Rν |δRνα ) = πΣν
Rν(α),∞,j(η).

Suppose now that R is a hod premouse such that there is τ : R → j(P). We then say

Q is τ -realizable if there are π : R → Q and γ : Q → j(P) such that τ = γ ◦ π. We

say that (π, γ) witness that Q is τ -realizable. Now suppose A ∈ P ∩ P(δP) and in M [h],

R is σ-realizable as witnessed by (π, τ). Then we let Σ(R, τ) = (τ -pullback of j(Σ)h) and

AR ⊆ ω × [δR]<ω be the set given by

(φ, s) ∈ AR,τ ⇐⇒ j(P) � φ[π
Σ(R,τ)
R(α),∞,j(η)(s), σ(A)].

where α is such that s ∈ [δRα ]<ω. Let also TPA = {(φ, s) : φ is a formula, s ∈ [δP ]<ω and

P � φ[s, A]}.
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Definition 11.14 (Condensation). Suppose A ∈ P∩P(δP) and R is σ-realizable as witnessed

by (π, τ). We then say τ has A-condensation if whenever Q is τ -realizable as witnessed by

(π∗, τ ∗), π∗(π(TPA )) = AQ,τ∗. We say τ has condensation if τ has A-condensation for every

A ∈ P ∩ P(δP).

Notice that ifR is σ-realizable as witnessed by (π, τ) andQ is τ -realizable as witnessed by

(π∗, τ ∗) then if τ has A-condensation then τ ∗ too has A-condensation. This is an immediate

consequence of the fact that τ ∗-realizability implies τ -realizability.

Lemma 11.15. σ has condensation.

Proof. Suppose not. Fix A ∈ P ∩ P(δP). We first assume that

(1) there is a good ν such that σν has A-condensation.

We claim that (1) implies that σ has A-condensation. Fix ν as in (1). Let then U be

the ultrafilter of η such that M = Ult(V, U) and let i : M → N = Ult(M, j(U)). Let

g ⊆ Coll(ω,< i(j(η))) be V -generic such that h = g ∩ Coll(ω,< j(η)). Then i lifts to

i+ : M [h] → N [g]. Notice that i+(σν) = i(σ) ◦ σν . It follows that j(P) is i+(σν)-realizable

as witnessed by (σν , i(σ)). Hence, i(σ) has j(A)-condensation. By elementarity σ has A-

condensation. It is then enough to prove that (1) holds.

Suppose (1) fails. Using Lemma 11.9, we can then find a sequence (Qi, πi, τi, ki, ψi, νi :

i < ω) ∈M [h] such that

1. ν0 = η and (νi : i < ω) is an increasing sequence of good points,

2. for i < ω, Qi is σνi-realizable as witnessed by (πi, τi) and ki : Qi → Rνi+1
is given by

ki = σ−1
νi
◦ τi

3. for i < ω, σνi [Rνi ] ⊆ rng(σνi+1
), ψi = σ−1

νi+1
◦ σνi and for i < m, letting ψi,m = σ−1

νm ◦ σνi
and Ai = ψ0,i(A), πi(T

Ri
Ai

) 6= AQi,τi (i.e., (Qi, πi, τi) witnesses that σνi doesn’t have

Ai-condensation).

Let now ν be a good point such that supi<ω νi < ν and letting X = ∪i<ω(τi[Qi]∪σνi [Rνi ]),

X ⊆ rng(σν). Let (S∗,Φ∗) be a hod pair below j(η) such that Mν /Mj(η),∞(S∗,Φ∗) and

λS is limit but not divisible by ω2. Let B = m−1
ν (j(A)). Let now σi = m−1

ν ◦ σνi and

τ ∗i = m−1
ν ◦ τi. Notice now that we can define the notion of A-condensation also for the

embeddings σi. Assuming that this is already done, notice that we have that

1. for i < ω, Qi is σi-realizable as witnessed by (πi, τ
∗
i ) and ki : Qi → Rνi+1

is given by

ki = σ−1
i ◦ τ ∗i
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2. (Qi, πi, τ ∗i ) witnesses that σi doesn’t have Ai-condensation.

The importance of this move is that letting Ri = Rνi the badness of (Qi,Ri, πi, τ
∗
i , ki, ψi, σi :

i < ω) can now be witnessed in the derived model of S∗ as computed by Φ∗. More precisely,

letting Σi = Σνi and Ψi = (τi-pullback of j(Σ)h),

(2) in M [h], letting N = D(S∗, (Φ∗)h) = L(Γ(S∗, (Φ∗)h),R), in N , there is a formula

θ(u, v) and a finite set of ordinals t such that for every i, (φ, s) ∈ TRiAi
if and only if

θ[π
Σhi
Ri(α),∞(s), t] where α is the least such that s ∈ [δRiα ]<ω. However, in N , for each i, there is

a pair (φi, si) ∈ TQiπi(Ai)
such that ¬θ[πΨhi

Qi(α),∞(si), t] where α is the least such that si ∈ [δQiα ]<ω.

To continue, we set up a notation. Suppose K is a transitive model of AD+ and b =

((Mi,Σi),Ni, γi, li, ξi, C : i < ω) ∈ K is such that (Mi,Ni, γi, li, ξi, C : i < ω) ∈ HCK .

Suppose θ(u, v) is a formula and t is a finite sequence of ordinals. We write K � “(b, θ(u, v), t)

is bad” if in K, letting K∗ = L({D ⊆ R : w(D) ≤ t(0)}) then b ∈ K∗ and in K∗

1. for every i < ω,Mi is a hod premouse such that λMi is limit and Σi is an ω1-iteration

strategy for Mi|δMi with the property that for every α < λMi , (Σi)Mi(α) has branch

condensation and is fullness preserving,

2. for every i, ξi :Mi →Mi+1,

3. for every i, Ni is ξi-realizable as witnessed by (γi, li),

4. for every α < λNi , letting Ψi = (li-pullback of Σi), (Ψi)Ni(α) has branch condensation

and is fullness preserving,

5. C ∈M0 ∩ P(δMi) and letting C0 = C and Ci+1 = ξi(Ci), for every i,

(φ, s) ∈ TMi
Ci

if and only if θ[πΣi
Mi(α),∞(s), t]

where α is least such that s ∈ [δMi
α ]<ω but for every i, there is (φi, si) ∈ TNiγi(Ci)

such

that ¬θ[πΨi
Ni(α),∞(s), t] where α is least such that si ∈ [δNiα ]<ω.

Let now κ = µS∗,(Φ∗)h . Working inM [hκ], let (W∗,Π∗) ∈ Fκ,j(η)
P,Σ be such that Γ(W∗, (Π∗)h) =

Γ(S∗, (Φ∗)h). Let b = ((Ri,Σi),Qi, πi, ki, ψi, A0 : i < ω). We can then rewrite (2) in terms

of (W∗, (Π∗)h) and get that

(3) in M [h], letting N = D(W∗, (Π∗)h) = L(Γ(W∗, (Π∗)h),R), in N , there is a formula

θ(u, v) and a finite set of ordinals t such that (b, θ(u, v), t) is bad.
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Let then N ∗ = N#,Π∗,⊕i<ωΣi
ω . Let N be an iterate of N ∗ via the canonical iteration

strategy of N ∗ such that HM
κ is generically generic over the extender algebra of N at its

bottom Woodin cardinal. We can now witness (3) inside N [HM
κ ][hκ] as follows:

(4) D(N [HM
κ ][hκ]) � “letting N = D(W∗,Π∗) = L(Γ(W∗,Π∗),R), in N , there is a for-

mula θ(u, v) and a finite set of ordinals t such that (b, θ(u, v), t) is bad”.

We will get a contradiction using (4). Notice that the sequence a = (Ri, ψi,Σi, Ai : i <

ω) ∈M . However, the sequence (Qi, πi, ki : i < ω) may not be inM . Let then d ∈MColl(ω,<κ)

be a name for (Qi, πi, ki : i < ω). Let ζ = (j(η)+)M , g = h ∩ Coll(ω,< η) and let

π : P [g]→ (HM
ζ )[h] be such that P ∈ V , cp(π) > η, |P |V = η, {N , d, a, (W∗,Π∗)} ∈ rng(π).

Let M = π−1(N ), e = π−1(a) and c = π−1(d). Let for i < ω, e(i) = (Ki, ξi, Σ̄i, Bi : i < ω)

and (W ,Π) = π−1(W∗,Π∗). Also we let κ̄ = π−1(κ). By elementarity, (4) gives that

(5) whenever m ⊆ Coll(ω,< π−1(j(η))) is P [g]-generic then in P [g][m], letting d = dg∗mκ̄ ,

for i < ω, d(i) = (Si, γi, li) and f = ((Ki, Σ̄i),Si, γi, li, ξi, Bi : i < ω), D(M[HP
κ̄ ][g ∗mκ̄]) �

“letting N = D(W ,Π) = L(Γ(W ,Π),R), in N , there is a formula θ(u, v) and a finite set of

ordinals t such that (f, θ(u, v), t) is bad”.

Using genericity iterations we can completely internalize (5) to M∗ = M[HP
k̄

] and get

that

(6) in M∗, there is a name d∗ ∈ (M∗)Coll(ω,<κ̄) such that whenever m ⊆ Coll(ω,< κ̄) is

M∗-generic then letting d = d∗mκ̄ , for i < ω, d(i) = (Si, γi, li) and f = ((Ki, Σ̄i),Si, γi, li, ξi, Bi :

i < ω), D(M∗[m]) � “letting N = D(W ,Π) = L(Γ(W ,Π),R), in N , there is a formula

θ(u, v) and a finite set of ordinals t such that (f, θ(u, v), t) is bad”.

Work now in M [h]. Notice that for every i, Σ̄i = ((π-pullback of Σi)) � P and Π =

((π-pullback of Π∗)) � P . In what follows, we abuse our notation and let for every i,

Σ̄i = (π-pullback of Σi) and Π = (π-pullback of Π∗). It then follows that in M [h], M is

a Πh ⊕ (⊕i<ωΣ̄h
i )-mouse which has an η-extendable strategy. Let now C = D(W ,Πh). It

is easy to see that (6) gives (Si, γi, li : i < ω) such that if f = ((Ki, Σ̄i),Si, γi, li, ξi, Bi : i < ω)

(7) in C, there is a formula θ(u, v) and a finite set of ordinals t such that (f, θ(u, v), t) is

bad.
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Fix then θ(u, v) and t as in (6). Let Ei be the (δKi , δKi+1)-extender derived from ξi

and Fi be (δKi , δSi)-extender derived from γi. Let K+
0 = W , S+

i = Ult(Ki, Fi) and K+
i+1 =

Ult(K+
i , Ei). Let pi = σνi ◦ (π � Ki). Then we have that pi, γi, ξi and li extend to p+

i : K+
i →

j(W), γ+
i : K+

i → S+
i , ξ+

i : K+
i → K+

i+1 and l+i : S+
i → K+

i+1 such that p+
i = p+

i+1 ◦ ξ+
i and

ξ+
i = l+i ◦ γ+

i .

Using the “three dimensional argument” we can simultaneously iterate (K+
i ,S+

i : i < ω)

using strategies Πi = (p+
i -pullback of π(Π)h) and Ωi = (l+i ◦ p+

i -pullback of π(Π)h) to make

RM [h]-generic. Such genericity iterations have been used by many authors. The details of

such genericity iterations are spelled out in Definition 1.35 of [6]. The outcome of this it-

eration is a sequence of models (Ki,ω,Si,ω : i < ω) and embeddings (ξi,ω, γi,ω, li,ω : i < ω)

with the property that ξi,ω : Ki,ω → Ki+1,ω, γi,ω : Ki,ω → Si,ω, li,ω : Si,ω → Ki+1,ω and

for every i < ω, ξi,ω = li,ω ◦ ξi,ω. Moreover, the iterations K+
i -to-Ki,ω and Si-to-Si,ω are

above respectively δKi and δSi . Let then Ci = D(Ki,ω) and Di = D(Si,ω). One important

remark is that for every i < ω, Ki,ω is a Σ̄i-hod premouse and Si,ω is a Ψi-premouse where

Ψi = (li-pullback of Σ̄i). Another important remark is that Ci ⊆ Di ⊆ Ci+1. The most

important remark, however, is that the the construction of the sequences (Ki,ω,Si,ω : i < ω)

and (ξi,ω, γi,ω, li,ω : i < ω) guarantees that the direct limit of Ki,ω under ξi,ω is well-founded.

Let then n be such that for every m ≥ n, ξm,ω(t) = t. It then follows from (7) and the fact

that for every i < ω, C ⊆ Ci and C ⊆ Di that

(9) for every i < ω, in Ci, for every (φ, s) such that φ is a formula and s ∈ [δKi ]<ω,

Ki � φ[s, Bi] if and only if θ[π
Σ̄hi
Ki(α),∞(s), t] where α < λKi is least such that s ∈ [δKiα ]<ω.

(10) for every i, in Di, there is a formula φ and s ∈ [δSi ]<ω such that Si � φ[s, γi(Bi)]

and ¬θ[πΨhi
Si(α),∞(s), t] where α < λSi is least such that s ∈ [δSiα ]<ω.

It follows from elementarity of γi,ω, (9) and the fact that if i ≥ n then γi,ω(t) = t that

(11) for every i ≥ n, in Di, for every (φ, s) such that φ is a formula and s ∈ [δSi ]<ω and

Si � φ[s, γi(Bi)] if and only if θ[π
Ψhi
Si(α),∞(s), t] where α < λSi is least such that s ∈ [δSiα ]<ω.

Clearly (10) and (11) contradict one another. We conclude that indeed σ hasA-condensation.
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11.2 The continuation of the proof of Theorem 11.1

We can now show that there is an embedding m : Mη → j(P) such that the critical point

of m is δP . As we mentioned before, this shows that P � “δP is regular” contradicting our

assumption that ¬#Θ−reg holds (see Lemma 1.1). To construct such an m, we show that

iterations according to Λ are σ-realizable as witnessed by iteration embeddings according to

Λ.

Suppose (Q, ~U) ∈ pI(P ,Λ) is such that Ψ =def ΛQ, ~U has branch condensation and

(~T ,R) ∈ I(Q,Ψ). Given S ∈ tn(~T ) let γS be the sup of the generators of ~T ≤S and let

τS : S → j(P) be given by τS(x) = j(f)(π
ΨS(α)

S(α),∞,j(η)(s)) where s ∈ [γS ]<ω is such that

x = π
~T (f)(s) and α < λS is the least such that s ∈ [δSα ]<ω. Notice that σ = τP . It follows

from Lemma 11.15 that τS is elementary.

Lemma 11.16. For every (~T ,R) ∈ pI(Q,Ψ) and S ∈ tn(~T ) such that S ≺~T ,s R, τS =

τR ◦ π ~TS,R.

Proof. Fix such a (~T ,R) and S. We prove this by induction. Assume that whenever Q,W ∈
tn(~T ) are such that W 6= R and Q ≺~T ,s W then τQ = τW ◦ π ~TQ,W and that both τQ and τW

are elementary. Suppose now x ∈ S. There is then f ∈ P and s ∈ [γS ]<ω such that x =

π
~T
P,S(f)(s). It then follows that if α is such that s ∈ [δSα ] then τS(x) = j(f)(πΨ

S(α),j(η),∞(s)).

But πΨ
S(α),∞,j(η)(s) = πΨ

R(π
~T
S,R(α)),∞,j(η)

(π
~T
S,R(s)). Because π

~T
S,R(x) = π

~T (f)(π
~T
S,R(s)), we get

that τS(x) = τR(π
~T
S,R(x)).

We can then define m :Mη → j(P) by m(x) = y if and only if whenever R ∈ pI(Q,Ψ)

is such that for some z ∈ R, πΨ
R,∞,j(η)(z) = x then y = τR(z). It then follows that m :Mη →

j(P) is elementary and that cp(m) = δMη which contradicts the assumption that ¬#Θ−reg

holds. This then finishes the proof of Theorem 11.1.
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